
Published as Chapter 5 in "Handbook of Surface and Colloid Chemistry"
Second Expanded and Updated Edition; K. S. Birdi, Ed.; CRC Press, New York, 2002.

5. CHEMICAL PHYSICS OF COLLOID SYSTEMS AND INTERFACES

Authors: Peter A. Kralchevsky, Krassimir D. Danov, and Nikolai D. Denkov

Laboratory of Chemical Physics and Engineering, Faculty of Chemistry, University of
Sofia, Sofia 1164, Bulgaria

CONTENTS

5.7. MECHANISMS OF ANTIFOAMING……………………………………………………..166
5.7.1  Location of Antifoam Action – Fast and Slow Antifoams
5.7.2  Bridging-Stretching Mechanism
5.7.3  Role of the Entry Barrier

5.7.3.1  Film Trapping Technique
5.7.3.2  Critical Entry Pressure for Foam Film Rupture
5.7.3.3  Optimal Hydrophobicity of Solid Particles
5.7.3.4  Role of the Pre-spread Oil Layer

5.7.4  Mechanisms of Compound Exhaustion and Reactivation

5.8. ELECTROKINETIC PHENOMENA IN COLLOIDS……………………………………...183
5.8.1  Potential Distribution at a Planar Interface and around a Sphere
5.8.2  Electroosmosis
5.8.3  Streaming Potential
5.8.4  Electrophoresis
5.8.5  Sedimentation Potential
5.8.6  Electrokinetic Phenomena and Onzager Reciprocal Relations
5.8.7  Electric Conductivity and Dielectric Response of Dispersions

5.8.7.1  Electric Conductivity
5.8.7.2  Dispersions in Alternating Electrical Field

5.8.8  Anomalous Surface Conductance and Data Interpretation
5.8.9  Electrokinetic Properties of Air-Water and Oil-Water Interfaces

5.9. OPTICAL PROPERTIES OF DISPERSIONS AND MICELLAR SOLUTIONS………….207
5.9.1  Static Light Scattering

5.9.1.1  Rayleigh Scattering
5.9.1.2  Rayleigh-Debye-Gans Theory
5.9.1.3  Theory of Mie
5.9.1.4  Interacting Particles

5.9.1.4.1  Fluctuation Theory of Static Light Scattering
5.9.1.4.2  Zimm-Plot (Method of Double Extrapolation)
5.9.1.4.3  Interpretation of the Second Osmotic Virial Coefficient

5.9.1.5  Depolarization of Scattered Light
5.9.1.6  Polydisperse Samples
5.9.1.7  Turbidimetry

5.9.2  Dynamic Light Scattering (DLS)
5.9.2.1  DLS by Monodisperse, Noninteracting Spherical Particles

5.9.2.1.1  Spectrum Analyzer
5.9.2.1.2  Correlator



166

5.9.2.2  DLS by Polydisperse, Noninteracting Spherical Particles
5.9.2.3  DLS by Nonspherical Particles
5.9.2.4  Effect of the Particle Interactions
5.9.2.5 Concentrated Dispersions: Photon Cross-Correlation Techniques, Fiber Optics

DLS, and Diffusing Wave Spectroscopy
5.9.3.  Application of Light Scattering Methods to Colloidal Systems

5.9.3.1  Surfactant Solutions
5.9.3.1.1 Critical Micellar Concentration, Aggregation Number, Second Virial

Coefficient
5.9.3.1.2  Diffusion Coefficient, Size, Shape, and Polydispersity of Micelles
5.9.3.1.3  Intermicellar Interactions
5.9.3.1.4  Microemulsions

5.9.3.2  Dispersions
5.9.3.2.1  Size, Shape, and Polydispersity of Particles
5.9.3.2.2  Static and Dynamic Structure Factors
5.9.3.2.3  Kinetics of Coagulation and Structure of the Formed Aggregates

Acknowledgment........................................................................…………………………………..…242
References................................................................................…………………………………….…243

5.7 MECHANISMS OF ANTIFOAMING

In Sections 5.4 to 5.6 we considered the main interparticle forces which govern the

stability of colloidal systems and some of the mechanisms, which result in destabilization of

suspensions and emulsions (coagulation, demulsification). In various technologies (such as

pulp and paper production, drug manufacturing, textile dying, crude oil processing, and many

others) very voluminous and stable foams can appear, which impede the normal technological

process and are, therefore, rather undesired. In these cases, various oils and oil-solid mixtures

are introduced as additives to the foaming media for an efficient foam control.673 Such oils

and oil-silica mixtures are commonly termed as antifoams or defoamers.673-677 Antifoams are

used in consumer products as well (e.g., in washing powders and anti-dyspepsia drugs).

Sometimes, oils are introduced in surfactant solutions for other reasons and the observed foam

destabilization effect is undesired - a typical example is the use of silicone oils as hair

conditioners in shampoos.678,679 The mechanisms responsible for the foam destruction effect

of oil-based antifoams are still not entirely understood and are the subject of intensive studies.

A typical antifoam consists of an oil (polydimethylsiloxane or hydrocarbon), dispersed

hydrophobic solid particles (e.g., hydrophobized silica), or a mixture of both.674 The oil-solid

mixtures are often called antifoam compounds. The weight concentration of the solid particles

in compounds is around several percent (typically between 2 to 8). A strong synergistic effect

between the oil and the solid particles is observed in the compounds – in most cases, the latter
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are much more efficient than either of their individual components, if taken separately.674,675

The compounds are used at a concentration below 0.1 wt %, whereas the oils are used at

higher concentrations (up to several percent) due to their lower antifoam efficiency. The

antifoams are usually pre-emulsified in the form of oil drops or mixed oil-solid globules of

micrometer size.

A detailed discussion on many aspects of the mechanisms of antifoaming can be found

in review articles by Garrett,674 Wasan and Christiano,676 as well as in the books by Exerowa

and Kruglyakov,675 and Kralchevsky and Nagayama.676 In the present section, we compare the

mechanisms of foam destruction by oils and oil-silica compounds. The discussion is based on

results obtained during the last several years (some of them are still unpublished), so that the

section is aimed to complement the aforementioned reviews.

5.7.1   LOCATION OF ANTIFOAM ACTION – FAST AND SLOW ANTIFOAMS

An important question about the mechanism of foam destruction is which is the structural

element (foam film or Plateau border) actually destroyed by the antifoam globules. This

question has a practical importance, because the diameter of the globules in the commercial

antifoams should fit the typical size of the structural element to be destroyed - the film

thickness or the cross-section of the Plateau border (PB), respectively.678 Most of the

researchers consider that the antifoam globules rupture the foam films,674,675 whereas Koczo et

al.676,680 suggest that the antifoam globules first escape from the foam films into the

neighboring Plateau borders (PB) and get trapped there; only afterwards, the globules are

assumed to destroy the PB and the neighboring foam films.

Direct microscopic observations by a high-speed video camera showed that the foam

destruction by typical antifoam compounds (comprising silicone oil and silica) occurred

through rupture of the foam lamellae.681,682 Experiments with small (millimeter sized) and

large (centimeter sized) foam films showed that the compounds induced the formation of a

hole in the foam films at the early stages of the film thinning process, Figure 57. This is

possible, because the foam films stabilized by low molecular mass surfactants thin rapidly,

within several seconds, down to a thickness of one to several micrometers which is

comparable to the diameter of the antifoam globules.681 As a result, the foam films rupture

within several seconds after their formation. Accordingly, the foam produced from such

solutions disappear completely for less than 10 sec in a standard shake test.681
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FIGURE 57. Image of a large foam film in the moment of its rupture by pre-emulsified
globules of an antifoam compound (4.2 wt % of hydrophobic silica dispersed in silicone oil).
The film is formed on a rectangular glass frame which is rapidly withdrawn from 10 mM
solution of the anionic surfactant dioctyl sulfosuccinate (hereafter denoted for brevity as
AOT). One sees a hole (the black circle in the upper part of the film) which, in reality, rapidly
expands with time. The film ruptures 0.5 sec after its formation at a thickness about several
micrometers. The image is taken by a high-speed video camera as explained in Reference
681.

For this reason, the antifoams that are able to break the foam films are termed “the fast

antifoams”.683 Experiments with several ionic and nonionic surfactants have confirmed that

the observed foam film destruction is rather typical for mixed oil-silica antifoams.681-685

On the other hand, similar experimental methods showed678,679,686,687 that the foam

destruction occured in a different manner when pure oils (without silica particles) were used

as antifoams. The oil drops were seen to leave the foam films (without rupture) during the

film thinning process. The antifoam drops were accumulated in the PBs and remained trapped

there for a certain period of time,678,679 as presumed by Koczo et al.680 The slow process of

water drainage from the foam led to a gradual narrowing of the PBs and the oil drops became

strongly compressed with time. When the compressing capillary pressure exceeded some

critical value, the oil drops entered the walls of the Plateau border, inducing its destruction

and the rupture of the neighboring foam films, Figure 58.678 Much longer time was needed for

foam destruction in this case - typically, more than several minutes. That is why, these

antifoams were termed the "slow antifoams".683 Furthermore, a residual foam of well defined

height, which remained stable for many hours, was observed in such systems.

Glass
Frame

Foam
Film
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FIGURE 58. Foam destruction by oil drops (slow antifoams):678,679,698 (A, B) The oil drops are rapidly
expelled from the foam films into the neighboring Plateau borders (PBs) soon after the foam is
formed; (C) The drops are strongly compressed in the narrowing PBs and asymmetric oil-water-air
films are formed. The drop entry and foam destruction occur when the compressing pressure exceeds a
certain critical value, which depends on the particular system; (D) Schematic presentation of the main
stages of foam evolution in the presence of oil drops - (I) drainage of liquid from the foam without
bubble coalescence; (II) stable foam due to the insufficient compression of the oil drops; (III) foam
destruction as a result of drop entry in the PBs; (IV) long-living residual foam with final height HF; (E)
Photograph of real foam cells with many oil drops trapped in the PBs (the drops are visualized by the
wavy profile of the PBs).

(D) (E)
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These studies show that the foam destruction may occur through rupture of either the foam

films or the PBs, depending on the particular system. Further experiments have shown that the

main factor determining the position of foam destruction, and whether a given antifoam

behaves as fast or slow, is the magnitude of the so-called entry barrier (see Section 5.7.3

below).

5.7.2   BRIDGING-STRETCHING MECHANISM

As mentioned above, microscopic observations by a high-speed video camera were made681 to

clarify the detailed mechanism of foam film rupture by mixed antifoams. They showed that

when an antifoam globule connected (bridged) the surfaces of a foam film, an unstable oil

bridge was formed, which stretched with time due to uncompensated capillary pressures at the

oil-air and oil-water interfaces, and eventually ruptured the entire foam film (Figure 59). The

term "bridging-stretching" was suggested681,688 to describe this mechanism. The bridging-

stretching mechanism explains why the typical antifoam compounds contain a high excess of

oil – the antifoam globules should be able to deform for effectuation of the bridge stretching

and rupture.

The stability of oil bridges in foam films was theoretically studied by Garrett674,689 on

the basis of the theory of capillarity. The analysis showed that a necessary condition for

having an unstable bridge is that the bridging coefficient:

222
OAOWAWB ������ (337)

should be positive. Here, � is interfacial tension and the subscripts AW, OW, and OA denote

the air-water, oil-water, and oil-air interfaces, respectively.  A more refined capillary model688

showed that oil bridges, formed from oil drops of diameter comparable to, or smaller than the

film thickness, might be metastable even at positive values of B. Therefore, the size of the oil

bridges should be above a certain critical value (which depends on the film thickness and the

interfacial tensions) for having an unstable oil bridge. This theoretical result was invoked to

explain the reduced stability of the foam films in the presence of a spread oil layer (for details

see Reference 688).
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FIGURE 59. Schematic presentation of the bridging-stretching mechanism of foam film
rupture by antifoam globules:681,688 After an oil bridge is formed (A-C), it stretches due to
uncompensated capillary pressures at the oil-water and oil-air interfaces (C-E). Finally, the
bridge ruptures in its thinnest central region (the vertical wavy line in E). The globule entry is
possible only if the entry coefficient, E > 0, and the entry barrier is low (see section 5.7.3)

Globule Entry        E > 0
Small barrier
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5.7.3   ROLE OF THE ENTRY BARRIER

Any mechanism of foam destruction by pre-emulsified antifoam globules requires an entry of

these globules at the surface of the foam film or the Plateau border (e.g., Figures 58 and 59).

The entry event depends on two major factors: (1) The equilibrium position of an oil drop

(lens) on the air-water interface, which is determined by the values of the interfacial tensions

�AW, �OW, and �OA, see Figure 7; and (2) The repulsive forces (e.g., of electrostatic origin),

which stabilize the asymmetric oil-water-air film, formed when an antifoam globule

approaches the foam film surface; the barrier created by these forces should be overcome for

the globule entry to occur.674,676,680,690-694

A theoretical analysis shows (see, e.g., Reference 674) that if the so-called entry

coefficient:

OAOWAWE ������ (338)

is negative (as it is the case with some oils and surfactant solutions), the oil drops do not have

a stable equilibrium position at the surface and spontaneously submerge into the surfactant

solution. Such oils are inactive as antifoams because no oil bridges can be formed (factor 1 is

decisive). One of the main reasons to use silicone oils in various antifoam formulations is that

these oils usually have positive values of B and E coefficients in the solutions of most

conventional (hydrocarbon-based) surfactants.674,695 Besides, it was theoretically shown that a

positive value of B necessarily corresponds to a positive value of E (the reverse is not always

true).677,696

The experiments show, however, that many oils with positive B and E coefficients

might have low antifoam efficiency.678,679,686,687 In these cases, the stability of the asymmetric

oil-water-air films is very high, and the formation of unstable oil bridges becomes impossible

for kinetic reasons (factor 2 is decisive). The repulsive interaction that should be overcome for

effectuation of the antifoam globules entry on the solution surface is usually termed “the entry

barrier”. A recently developed film trapping technique (FTT)687,697,698 allowed one to quantify

precisely the entry barrier with actual micrometer-sized antifoam globules, and a number of

important results have been obtained. The principle of the FTT and some of the main

conclusions, drawn from the results obtained by this technique, are briefly discussed below.



173

FIGURE 60. Scheme of the experimental setup and the basic principle of the Film trapping
technique, FTT:697 (A) Vertical capillary, partially immersed in surfactant solution containing
antifoam globules, is held close to the bottom of the experimental vessel. (B) The air pressure
inside the capillary, PA, is increased and the convex air-water meniscus in the capillary is pressed
against the glass substrate. Some of the antifoam globules remain trapped in the formed glass-
water-air film and are compressed by the meniscus. At a given critical capillary pressure, PC

CR =
PA – PW, the asymmetric film formed between the antifoam globule and the solution surface
ruptures and an event of globule entry is observed by an optical microscope. (C) Another
modification called "gentle FTT" is used for measuring entry barriers lower than 20 Pa - an
initially flat meniscus is formed, which allows the trapping of antifoam globules at a virtually zero
capillary pressure.

5.7.3.1  Film Trapping Technique

The principle and the experimental setup of the FTT are illustrated in Figure 60.687,697,698

Briefly, a vertical glass capillary is positioned at a small distance above the flat bottom of a

glass vessel. The lower end of the capillary is immersed in the working surfactant solution

which contains dispersed antifoam globules. The capillary is connected to a pressure control

system which allows one to vary and to measure the air pressure in the capillary, PA. When

PA increases, the air-water meniscus in the capillary is pushed against the glass substrate and

a wetting film (glass-water-air) is formed which traps some of the antifoam globules. The

setup allows one to determine the capillary pressure of the air-water meniscus around the

trapped drops, PC = PA � PW, where PW is the pressure in the aqueous film (for details, see

References 697 and 698). The experiments show that the trapped antifoam globules enter
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(pierce) the surface of the wetting film at a given, critical capillary pressure, PC
CR. Therefore,

the equipment allows one to measure PC
CR as a function of various parameters, such as the

types of oil and surfactant, concentration of solid particles in the compound, size of the

antifoam globules, etc. A larger value of PC
CR corresponds to a higher entry barrier (more

difficult drop entry) and vice versa. For compounds having very low entry barriers, a special

version of the FTT was developed697 (gentle FTT), see Figure 60C. Experiments in the

presence and absence of a pre-spread oil layer can be performed, which allows one to evaluate

the effect of oil spreading on the entry barrier.

5.7.3.2  Critical Entry Pressure for Foam Film Rupture

Experiments with a large set of systems (various oils, compounds, and surfactants)

showed683,698 that there is a well defined threshold value, PTR � 15 Pa, which separates the fast

(foam film breaking) from the slow (Plateau border breaking) antifoams. Some of the results

from these experiments are summarized in Figure 61, where the relationship between the

foam lifetime and the entry barrier, PC
CR, is shown. One sees from this figure that all

experimental points fall into two distinct regions: (1) Systems in which the foam is destroyed

for less than 10 sec, i.e. these correspond to fast antifoams; for them PC
CR < 15 Pa; (2)

Systems for which the defoaming time is longer than 5 min (slow antifoams); for them

PC
CR > 20 Pa. Therefore, the magnitude of the entry barrier is of crucial importance for the

time scale of foam destruction by oil-based antifoams. Another relation of PC
CR with the

antifoam activity (more precisely, with the height of the residual foam, HF, in the presence of

oil drops; see Figure 58D) was discussed in References 678 and 698.

One should note that at high surfactant concentrations, only oil-solid compounds have

been observed to behave as fast antifoams, whereas both oils and compounds could behave as

slow antifoams depending on the magnitude of the entry barrier (at low surfactant

concentrations, the pure oils could also act as fast antifoams). In all experiments it was found

that the hydrophobic solid particles reduce the entry barrier by one to two orders of

magnitude, but sometimes PC
CR remains higher than the threshold value, PTR, and the

compound is unable to break the foam films. In the latter cases, the compound globules are

expelled into the neighboring Plateau borders during the process of foam film drainage. These

results confirm the idea of Garrett674 that the main role of the solid particles in the antifoam

compounds is to reduce the entry barrier of the globules.
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FIGURE 61. Correlation between the entry barrier, PC
CR, and the foam lifetime measured for

various surfactant-antifoam systems: The experimental data (solid circles) fall into two distinct
regions: systems in which the foam is destroyed in less than 5 s (fast antifoams) and PC

CR < 15 Pa;
and systems for which the defoaming time is longer than 8 min (slow antifoams) and PC

CR > 20
Pa. The composition of the various systems is given in Reference 698.

5.7.3.3  Optimal Hydrophobicity of Solid Particles

Some authors accept695,699 that the use of more hydrophobic solid particles results in more

active antifoam compounds. In a recent study,685 this idea was experimentally tested by

applying the following procedure for a gradual increase of silica hydrophobicity: initially

hydrophilic silica particles were mixed with silicone oil at a room temperature, and this

mixture was stored under mild stirring for a long period of time. Under these conditions, the

adsorption of silicone oil on the silica surface is a slow process which takes weeks before the

final, most hydrophobic state of the particles is reached. The antifoam efficiency of the

compound was tested every day, and the results obtained with various systems

unambiguously showed the presence of a well pronounced, optimal silica hydrophobicity

corresponding to highest antifoam efficiency.

The antifoam efficiency in these experiments was evaluated685 by an automatic shake

test. Briefly, 100 mL of the foaming solution was placed in a standard 250 mL glass bottle

and 0.01 % of the compound was introduced into this sample. The bottle was then

mechanically agitated in a series of consecutive shake cycles. After each cycle of agitation for

10 s, the solution remained quiescent for another 60 s and the defoaming time was measured

(defined as the time for appearance of a clean water-air interface without bubbles).
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Afterwards, a new shaking cycle was performed and this procedure was repeated until the

defoaming time exceeded 60 s in three consecutive cycles - this was considered as the

moment of compound exhaustion (see section 5.7.4 and Figure 64 below for further

explanations). Larger number of cycles before the compound exhaustion corresponds to better

antifoam durability (efficiency) and vice versa.

FIGURE 62. (A) Critical pressure for globule entry, PC
CR (full circles), and efficiency (empty

circles) of a silicone oil-silica compound in 10 mM AOT solution, as functions of the time of
silica hydrophobization; (B) The dependence of the compound efficiency on PC

CR for
solutions of three different surfactants: 10 mM anionic AOT, 0.6 mM nonionic APG; and
1 mM nonionic Triton X-100 (adapted from Reference 685).
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FIGURE 63. Schematic explanation of the optimal hydrophobicity of the solid particles in
oil-solid antifoam compounds: (А) When an antifoam globule approaches the foam film
surface, an asymmetric oil-water-air film of thickness hAS forms. (B) The zone of contact in
an enlarged scale. If the protrusion depth, dPR, of the solid particle is larger than hAS, the
particle should be sufficiently hydrophobic (�A + �O > 180�) in order to pierce the air/water
interface and induce a film rupture; however, if the particle is insufficiently hydrophobic
(�A + �O < 180�), it would stabilize the film.674 (C) On the other side, if the solid particles is
over-hydrophobized, then dPR < hAS and the particle is again unable to pierce the asymmetric
film.685

The observed maximum (see the illustrative result presented in Figure 62A) was

explained685 as a result of two requirements which stem from the main role of the silica

particles, namely, to assist the globule entry by rupturing the asymmetric oil-water-air films,
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see Figure 63. The first requirement, formulated by Garrett,674 is that the particles should be

sufficiently hydrophobic to be dewetted by the oil-water and air-water interfaces (otherwise,

the solid particles would stabilize, rather than destabilize the asymmetric film). The other

requirement685 is that the particles should protrude sufficiently deep into the aqueous phase in

order to bridge the surfaces of the asymmetric oil-water-air film, and it is better satisfied by

more hydrophilic particles. Therefore, an optimal hydrophobicity is expected, at which both

requirements are balanced, the entry barrier is low, and the antifoam is most active. Indeed, a

straightforward correlation between the antifoam efficiency and the magnitude of the entry

barrier, PC
CR, was observed in the studied systems, Figure 62B. For spherical particles, the

optimal hydrophobicity was expressed as a most favorable three-phase contact angle solid-

water-oil:685

1 cos PASO ��� R/h (339)

where hAS is the thickness of the asymmetric oil-water-air film, and RP is the particle radius,

see Figure 63. This angle corresponds to the condition hAS = dPR, where dPR = RP(1+cos�O) is

the equilibrium protrusion depth of the solid particle into the aqueous phase.

5.7.3.4  Role of the Pre-spread Oil Layer

It has been known for many years674,700,701 that some correlation exists between the spreading

behavior of the oils and their antifoam activity. The value of the spreading coefficient:

OAOWAWS ������ (340)

which characterizes the mode of spreading of the oil on the surface of the solution, and the

rate of oil spreading have been often considered as important factors for the antifoam activity.

However, as shown by Garrett et al.,702 the oil spreading is not a necessary condition for

having an active antifoam, and many studies678,679,686 have confirmed that the correlation is

not always present.

The effect of the spread oil on the entry barriers of various oils and oil-silica

compounds was studied by the FTT.683,684,687 The experimental results showed that the

presence of a pre-spread oil layer on the surface of the solution reduces by several times the

entry barrier for mixed oil-silica compounds, see Table 8. Furthermore, it was found684 that

the entry barrier in many systems is below the threshold value PTR � 15 Pa (which separates

the fast from slow antifoams, see Figure 61), only in the presence of a pre-spread layer of oil.
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In other words, these antifoams behave as fast ones only because the oil spreads rapidly on the

solution surface during foaming, reducing in this way the entry barrier below PTR. The results

for the entry barrier of oil drops (without silica) also showed a moderate reduction of the entry

barrier by a pre-spread oil in most systems.684,687 However, at least in one of the studied

systems (hexadecane drops in solutions of the anionic surfactant sodium dodecyl-

benzenesulfonate; see Table 8) a significant increase of the entry barrier upon oil spreading

was observed.687 The entry barrier of the oils in surfactant solutions above their critical

micelle concentration (CMC) is higher than PTR both in the presence and absence of spread

oil, which explains why the pure oils behave as slow antifoams at typical surfactant

concentrations.

Table 8. Entry barriers, PC
CR, of different antifoams in surfactant solutions in the presence and

absence of a pre-spread layer of oil, from which the antifoam is prepared. SDDBS and AOT
denote the anionic surfactants sodium dodecyl-benzenesulfonate and sodium dioctyl-
sulfosuccinate, respectively. Triton X-100 is the nonionic surfactant nonylphenol
deca(ethyleneglycolether). Compound 1 is a mixture of silicone oil and hydrophobized silica;
Compound 2 is an emulsion of Compound 1, which contains also solid particles of Span 60 (data
from References 684 and 687).

Antifoam Surfactant Spread Layer PC
CR, Pa

No 96 � 5
Dodecane 2.6 mM

SDDBS Yes 48 � 5

No 80 � 5
Hexadecane 2.6 mM

SDDBS Yes 400 � 10

No 28 � 1
Silicone oil 10 mM AOT

Yes 19 � 2

No 8 � 1
Compound 1 10 mM AOT

Yes 3 � 2

No 20 � 5
Compound 2 10 mM AOT

Yes 4 � 1

No 30 � 1
Compound 1 1 mM Triton

X-100 Yes 5 � 2

No 22 � 1
Compound 2 1 mM Triton

X-100 Yes 7 � 1
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One can conclude from the results shown in Table 8, that there is a well pronounced

synergistic effect between the solid particles present in compounds and the spread oil. Most of

the studied fast antifoams have sufficiently low entry barriers exclusively as a result of the

combined action of the solid particles and the spread oil layer.684

As mentioned in section 5.7.2, the spread layer of oil has another important role as well.

The spread oil is able to feed the oil bridges, formed in foam films, by a mechanism explained

in Reference 688 – as a result, larger and  less stable oil bridges are formed.

5.7.4   MECHANISMS OF COMPOUND EXHAUSTION AND REACTIVATION

The process of antifoam exhaustion (deactivation) is illustrated in Figure 64 - the time for

foam destruction in a standard shake test is shown as a function of the number of the shaking

cycle (see section 5.7.3.3 for the used shake test).703 Shorter defoaming time means more

active antifoam and vice versa. As seen from Figure 64, the initial high activity of the

antifoam deteriorates with the foaming cycles and the defoaming time becomes longer than 60

s after 45 cycles – the antifoam has been exhausted. This process is very undesired from

practical viewpoint, and more durable antifoams (able to sustain a larger number of foam

destruction cycles) are searched by the manufacturers.

Interestingly, the addition of a new portion of oil (without silica particles) leads to a

complete restoration of the antifoam activity (Figure 64). Note that the oil itself has a very

weak antifoam activity in the absence of silica. Therefore, the antifoam reactivation certainly

involves the solid particles that have been introduced with the first portion of mixed antifoam.

The subsequent foaming cycles lead to a second exhaustion series, and such consecutive

periods of exhaustion/reactivation can be repeated several times.

Systematic experiments703 with solutions of the anionic surfactant sodium dioctyl-

sulfosuccinate (AOT) showed that the exhaustion of mixed silica-silicone oil antifoams is due

to two closely interrelated processes: (1) partial segregation of the oil and silica into two

distinct, inactive populations of antifoam globules, silica-free and silica-enriched; (2)

disappearance of the spread oil layer from the solution surface, Figure 65. The oil drops

deprived of silica, which appear in process 1, are unable to enter the air-water interface and to

destroy the foam lamellae, because the entry barrier is too high for them. On the other hand,

the antifoam globules enriched in silica trap some oil, which is not available for spreading on

the solution surface. As a result, the spread oil layer gradually disappears from the solution
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FIGURE 64. Consecutive cycles of exhaustion and reactivation of mixed oil-silica compound in
10 mM solution of the anionic surfactant sodium dioctyl-sulfosuccinate (AOT). An initially
active antifoam (defoaming time � 5 s) gradually looses its activity with the number of foam
formation/destruction cycles in a standard shake test.703 The introduction of silicone oil results in
a perfect restoration of the antifoam activity. Five exhaustion curves (indicated by roman
numbers; the symbols indicate the experimentally measured defoaming time) and the
corresponding four reactivation events (the vertical dashed lines) are shown; adapted from
Reference 703.

surface (process 2) due to oil emulsification in the moment of foam film rupture. Ultimately,
both types of globules, silica-enriched and silica-free, become unable to destroy the foam
films, and the antifoam transforms into an exhausted state. Accordingly, the reactivation
process is due to: (1) restoration of the spread oil layer, and (2) rearrangement of the solid
particles from the exhausted antifoam with the fresh oil into new antifoam globules having
optimal silica concentration. No correlation between the size of the antifoam globules and
their activity was established in these experiments, which showed that the reduction of the
globule size (which is often considered as the main factor in the antifoam exhaustion) was a
second-order effect in the studied systems. Similar conclusions were drawn from experiments
with nonionic surfactants as well.682

In conclusion, a progress has been achieved during the last several years in revealing
the mechanisms of foam destruction by oil-based antifoams. This progress has been greatly
facilitated by the various methods for direct microscopic observations of the foams and foam
films (including some of the foam destruction events), and by the implementation of the Film
trapping technique for a direct measurement of the entry barriers of the antifoam globules.
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FIGURE 65. Schematic presentation of the processes of antifoam exhaustion and reactivation

of emulsified oil-silica antifoam compound.
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5.8   ELECTROKINETIC PHENOMENA IN COLLOIDS

The term "electrokinetic phenomena" refers to several processes which appear when a
charged surface (or colloidal particle) is set in a relative motion with respect to the adjacent
liquid phase. Classically, four types of electrokinetic phenomena are distinguished:
electroosmosis, streaming potential, electrophoresis and sedimentation potential (Figure 66).
These will be discussed in Sections 5.8.2 to 5.8.6. Nowadays, the electrical conductivity (at
constant electrical field) and the dielectric response (at alternating electrical field) of the
disperse systems are often considered together with the electrokinetic phenomena, because the
theoretical approaches and the governing equations are similar (Section 5.8.7). Experimental
methods based on all these phenomena are widely used for characterization of the electrical
surface potential in dispersions. A comprehensive presentation of the topic until the end of
1980s can be found in review articles704-714 and monographs.715-717 The recent development of
the area is reviewed in the collective monograph, Reference 718. The major experimental
techniques are described in Chapter 4 of Ref. 716 and Chapters 8 to 14 in Reference 718.
Recently, a substantial interest has been raised by the apparent discrepancy between the
results obtained by different electrokinetic methods for one and the same system. This
problem is discussed in Section 5.8.8. Finally, the electrokinetic properties of air-water and
oil-water interfaces are briefly described in Section 5.8.9.

FIGURE 66. The four basic electrokinetic phenomena: (a) Electroosmotic liquid flow through a
capillary (of charged walls) appears when an electric potential difference is applied; (b) Streaming
electric potential appears when a pressure drop drives the liquid to flow through the capillary;
(c) Electrophoretic motion of charged particles is observed in an external electric field;
(d) Sedimentation potential is established when charged particles are moving under the action of
gravity.
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FIGURE 67. Schematic presentation of the structure of the electrical double layer (EDL).
The surface charge is created by ionized surface groups and/or by ions tightly adsorbed in the
Stern layer. The plane of closest approach of the ions from the diffuse part of the electrical
double layer is called the outer Helmholtz plane (OHP). The electric potential in the OHP
plane is referred to as the surface potential, �s, in the text. The shear plane, x=xs, separates the
hydrodynamically immobile liquid that moves together with the surface, x<xs, from the
mobile liquid, x>xs, which has non-zero relative velocity with respect to the surface. Note that
the ions in the immobile part of the EDL can move with respect to the surface under an
applied electric field, which gives rise to the anomalous surface conductivity (section 5.6.8).

5.8.1  POTENTIAL DISTRIBUTION AT A PLANAR INTERFACE AND AROUND A SPHERE

When a dielectric phase (solid or fluid) is placed in contact with polar liquid, such as water,
the interface gets charged due to either specific adsorption of ions initially dissolved in the
polar liquid, or dissociation of surface ionizable groups.14,34,717 The final result of these two
processes is the formation of an electrical double layer (see Figure 67), which may contain
three types of ions:

1. Ions attached to the surface by chemical bond are those parts of the ionized groups
which remain bound after the dissociation process.
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2. Ions bound by very strong Coulomb attraction (after partial loss of molecules from
the ion solvating shell) or by some other noncovalent specific, short-range attraction build up

the so-called Stern layer.

3. Ions that are involved in more or less free Brownian motion present the diffuse part
of the electrical double layer.

The ions from groups (1) and (2), considered together, determine the effective surface
charge density, �s, which must be balanced by an excess of counterions in the diffuse layer
(equal in magnitude and opposite in sign). The distribution of electrical potential in the
diffuse layer is usually rather accurately described by the Poisson-Boltzmann (PB) equation:
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where � is the local (average) value of the electrical potential; e is the elementary charge; � is
the relative dielectric permittivity of the liquid; �0 is the electrical permittivity in vacuo; and Zj

and nb,j are the number of charges and the bulk number concentration, respectively, of ion j.
The model of the electrical double layer based on Equation 341 is called in the literature
Gouy-Chapmen or Gouy-Stern model. For symmetrical (Z:Z) electrolyte, the PB equation can
be written in the form:
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where n0 is the bulk electrolyte number concentration. For a flat interface (see Figure 67),
Equation 342 has an exact analytical solution:34,278,717
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and �s is the electrical potential at the surface of closest approach of the ions from the diffuse
layer to the interface. This surface is called the outer Helmholtz plane and �s is called the
surface potential. The surface charge and potential are interrelated by the expression:
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which is a direct corollary14,34 from Equation 342 and the condition for overall
electroneutrality of the interface.

If the surface potential is small, one can expand in series the logarithm in the right-
hand-side of Equation 343 and derive the Debye-Hückel equation:

� � � � 1,exp ���

kT
eZ

xx s
s

�
��� (345)

On the other hand, the potential always decays exponentially far from the interface (�x � 1) at
an arbitrary magnitude of �s (see Equation 343):
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The potential distribution around a spherical particle can be found from the PB
equation (Equation 341), which in this case reads:
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The respective boundary conditions are

� � � � 0, ����� rRr s ���

Equation 346 has an analytical solution only in the case of small surface potential:
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In this case, the surface charge density is a linear function of �s:
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For a large surface potential, �s, the potential distribution can be found by numerical
integration of the PB equation. Far from the sphere surface, the potential always obeys the
law:
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where � �ss R ��� ,*  is an effective potential, which can be found by numerical solution of the

PB equation. By using the method of matched asymptotic expansions, Chew and Sen719

obtained for a thin electrical double layer (�R > 1):
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A useful relationship between �s and �s for a sphere was proposed by Loeb et al.:720
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and was theoretically justified by other authors.718,721-724 Equation 351 coincides with the
exact numerical results within an accuracy of a few percent for �R>0.5 and arbitrary surface
potential.716,720 A general approach for derivation of approximate (but accurate) expressions
relating �s and �s, including for systems containing non-symmetric electrolytes, has been
proposed by Ohshima.724,725

5.8.2   ELECTROOSMOSIS

When an electrical field of intensity E is applied in parallel to a charged flat interface, the
excess of counterions in the diffuse layer gives rise to a body force exerted on the liquid. The
liquid starts moving with local velocity varying from zero in the plane of shear (x=xs) to some
maximal value, VEO, at a large distance from the wall (see Figure 67). The magnitude of this
electroosmotic velocity was calculated by Smoluchowski726 under the assumptions that: (1)
the ion distribution in the diffuse layer obeys the PB equation, (2) at each point the electrical
force is balanced by the viscous friction, and (3) the liquid viscosity in the diffuse layer is
equal to that of the bulk liquid, 	. The final result reads:726
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EO �� (352)

where 
 is the electrical potential in the shear plane, i.e., � � �(x = xs). The quantity
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EO ���

E
V (353)

is called electroosmotic mobility. The Smoluchowski consideration is also applicable to
capillaries of a radius much larger than the Debye screening length, ��1. Therefore, by
measuring the liquid flow through a capillary, like that shown in Figure 66, one can determine
the 
 potential of the capillary surface. It is usually acceptable716 to measure the liquid flux
(volume displaced per unit time), JEO, along with the electric current transported by the liquid,
IEO:

ErIVrJ b���
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EOEO
2

EO and �� (354)

where r is the capillary radius and �b is the bulk conductivity of the liquid. The ratio
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does not depend on the capillary radius and can be used to determine 
. Quite often, however,
the high concentration of ions in the double electric layer leads to a much higher conductivity
in the surface region, compared to that in the bulk electrolyte solution. To account for this
effect Bikerman727 introduced the term "specific surface conductivity", �s, which presents an
excess quantity over the bulk conductivity. Then, Equation 354 is modified to read:
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and Equation 355 acquires the form:
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Alternatively, instead of measuring the electro-osmotic liquid flux at zero pressure
difference across the capillary, one can determine716 
 by measuring the counterpressure,
PEO, necessary to completely stop the net liquid transport through the capillary:
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Bikerman727 obtained the following expression for �s in the case of a symmetrical
(Z:Z) electrolyte, under the assumption that the surface conductivity is due only to the ions
located in the movable part of the diffuse layer:

��

�
�
�

��

�
�
�

��
	



��
�


��

�

�
�
�

�
���

	



��
�

 �
���

	



��
�


��

�

�
�
�

�
���

	



��
�

 �
�

�
��

�

�

�

�

22
0

22 311
2

exp311
2

exp2
Z
m

Tk
eZD

Z
m

Tk
eZD

Tk
neZ

s
(359)

where D� are ion diffusion coefficients, while m� are dimensionless ion mobilities, defined as
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�� (m2 ohm-1 mol-1) is the limiting molar conductivity of ions at infinite dilution. The typical
values of �s are around 10-9ohm-1. For comparison, the bulk conductivity, �b, is given by:
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and can vary within a wide range (note that �s and �b have different dimensions).

Equation 357 shows that for determination of 
 and �s, one needs measurements with
several capillaries made of the same material, but having different radii. The effect of the
surface conductivity can be neglected when the criterion:
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is satisfied.716,717,728 In other words, the surface conductivity is negligible at low surface
potential and high ionic strength. Besides, Equation 355 can be applied716,728,729 also to
electroosmotic flow in porous plugs or membranes if: (1) the typical pore size is much larger
than �-1, (2) the effects of the surface conductivity, �s, are negligible, and (3) the flow is
laminar.

This consideration can be extended to include capillaries of radii comparable to �-1

and the cases when the potential distribution cannot be approximated using the results for a
planar wall.707,716

The so-called plane interface technique730,731,732 is a modification of the electroosmotic
method, in which submicrometer particles are used as probes to visualize the osmotic velocity
profile close to an interface. The method allowed precise determination of the 
 potential at
mica, quartz, sapphire, and fused-silica surfaces as a function of pH.731,732 The
attempt730,732,733 to apply the plane interface technique to the air-water interface, however,
gave ambiguous results, probably due to the interfacial fluidity.

5.8.3   STREAMING POTENTIAL

If a pressure drop, P = P1 � P2, is imposed at the ends of a capillary, like that shown in
Figure 66, the liquid starts moving through the capillary.716,723 The charges in the mobile part
of the double layer at the capillary wall are thus forced to move toward the end of the
capillary. As a result, a streaming current, IST, appears which leads to the accumulation of
excess charge at the capillary end. This excess charge gives rise to an electric potential
difference between the ends of the capillary, called streaming potential, EST. On its own, the
streaming potential causes a current flow, IC, in a direction opposite to IST. Finally, a steady
state is established when �IC�=�IST� and the net electric current across the capillary becomes
zero. One can directly measure EST by probe electrodes, and the following relationship is used
to determine the 
 potential of the capillary walls:716

� �rP
E

sb

ST

/2
0

���

���

�
�

�
(363)

Alternatively, instead of measuring EST, one can measure the streaming current, IST, by using
the appropriate electrical circuit:716
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Here, L denotes the length of the capillary. An important advantage of the streaming current
measurement is that the surface conductivity does not matter for the calculation (see Equation
364), and experimental determination of �s is not necessary. Similar experiments were
performed by Scales et al.734 to determine the 
 potential of mica surface.

Equations 363 and 364 are valid only if the capillary radius is much larger than the
thickness of the diffuse layer. A number of modifications were suggested in the literature to
extend the theoretical consideration to narrower capillaries and porous plugs (see, for
example, the review article by Dukhin and Derjaguin707 and the book of Hunter716).
Measurements of the streaming potential, streaming current and electrical conductance of
plugs made of latex particles were performed and analyzed by van den Hoven and
Bijsterbosch.735

5.8.4   ELECTROPHORESIS

The movement of a charged colloidal particle in an external electrical field is called
electrophoretic motion and the respective phenomenon is electrophoresis. The electrophoretic
velocity in the two limiting cases, of a thin and thick electrical double layer around a spherical
particle, can be calculated by Smoluchowski736 and Hückel737 formulas:

1,0
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(Smoluchowski) (365)
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(Hückel) (366)

It is important to note that Equation 365 is valid for particles of arbitrary shape and size, if the
following requirement is fulfilled: The dimensions of the particle and the local radii of
curvature of the particle surface are much larger than the Debye screening length.

The problem for spherical particles at arbitrary �R was solved by Henry738 who
obtained:
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where �EL is the particle electrophoretic mobility, Q is the particle charge, and f1(�R) is a
correction factor given by:
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and � � �
�

�

�

1
1E

s
dsex sx  is an integral exponent of the first order. The limiting values,

f1(�R��) = 3/2 and f1(�R�0) = 1, reduce Henry's equation to the equations of
Smoluchowski and Hückel, respectively. The effect of the surface conductivity, �s, can be
phenomenologically included in this approach, as shown by Henry.739 Also, if the material of
the particle has finite electrical conductivity, �p, its electrophoretic mobility is given by:738
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It was shown,707,708,715 however, that the approach of Henry is strictly valid only for

small values of the 
 potential, 1�

Tk
eZ � , because it neglects the relaxation and the retardation

effects, connected with distortion of the counterion atmosphere around the moving particle.
Solutions of the problem for not-too-high 
 potentials were suggested by Overbeek740 and
Booth.741 The mobility of a spherical, non-conducting particle of arbitrary 
 potential and
arbitrary �R was rigorously calculated by Wiersema et al.742 and by O'Brien and White.743 In
Figure 68, the results of O'Brien and White743 for the particle mobility as a function of the 

potential at different values of �R are represented. One interesting conclusion from these
calculations is that the mobility has a maximum for �R>3, i.e., a given value of �EL may result
from two different values of 
. The maximum in these curves appears at 
 ~ 150 mV. The
numerical algorithm of O'Brien and White743 is sufficiently rapid to allow application to
individual sets of experimental data.

Explicit approximate expressions were suggested by several authors. For a thin
electrical double layer, Dukhin and Derjaguin707 derived a formula, which was additionally
simplified (without loss of accuracy) by O'Brien and Hunter:744
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FIGURE 68. The dimensionless electrophoretic mobility of spherical particles vs. the
dimensionless � potential for various values of �R: (a) �R varies between 0 and 2.75; (b) �R
varies between 3 and infinity. (From O'Brien R.W. and White L.R., J. Chem. Soc. Faraday Trans.
2, 74, 1607, 1978. With permission).
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where 
kT
e�

� �

~  is the dimensionless � potential, ~M  = (1+3m/Z2), and m is the dimensionless

mobility of the ions (see Equation 360). Equation 371 was derived assuming equal valency
and mobility of the counter- and coions. The comparison with the exact numerical
calculations showed that Equation 371 is rather accurate for �R>30 and arbitrary 
 potential.
Another explicit formula of high accuracy (less than 1% for arbitrary 
 potential) and wider
range of application (�R>10) was suggested by Ohshima et al.745

For low values of the 
 potential, Ohshima746 suggested an approximate expression for
the Henry’s  function (Equations 367 and 368), which has a relative error of less than 1 % for
arbitrary values of �R:
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Recently, Ohshima747 derived an extension of Equation 372, which is accurate for 3~
�� at

arbitrary values of �R.

The electrophoretic mobility of particles having a cylindrical or ellipsoidal shape was
studied theoretically by Stigter,748 van der Drift et al.,749 and Ohshima.750 The
polyelectrolytes751-753 and the spherical particles covered by a layer of polymer754,755 (or of
polyelectrolyte) are two other types of systems that have been matters of great interest. In a
recent series of papers Ohshima and Kondo756-758 derived a general analytic formula for the
case of a hard particle, covered by a layer of polyelectrolyte. In the corresponding limiting
cases, the general expression reduces to the known expressions for a hard spherical particle, a
plate-like particle covered by a polyelectrolyte layer, or a charged porous sphere. 756,757

Churaev and Nikologorskaja759 performed measurements of the electrophoretic
mobility and the diffusion coefficient of silica particles before and after adsorption of
polyethylenoxides. They found that the experimental data can be explained only by assuming
that the adsorbed polymer layer not only shifts the shear plane apart from the particle surface
(thus increasing the hydrodynamic radius of the particles) but also substantially reduces the
particle surface potential. According to the authors759 the decrease in the surface charge could
be due to the lower dielectric permittivity in the adsorption layer compared to that of water. It
is rather possible that a similar effect played a role in the experiments of Furusawa et al.,760

who showed that the adsorption of hydroxylpropylcellulose on latex particles may completely
shield their charge (the particle 
 potential becomes zero). Since the adsorption layer was
shown to be very stable in a wide range of pH and electrolyte concentrations, such particles
can be used as a reference sample for electrophoretic measurements. These particles exactly
follow the electroosmotic liquid flow in the cell and, hence, represent a convenient probe
sample for the plane interface technique mentioned in Section 5.8.2.

The effect of the interparticle interactions on the electrophoretic mobility in
concentrated dispersions was theoretically studied by Levine and Neale.761 They used a cell
model with two alternative boundary conditions at the cell boundary to describe the
hydrodynamic flow: the free surface model of Happel762 and the zero vorticity model of
Kuwabara.763 The results761 suggested that the zero vorticity model is more appropriate,
because it represents in a more correct way the limit to low particle concentration.
Experiments at very low electrolyte concentrations, when the electrostatic interactions
between the particles are very strong, were performed by Deggelmann et al.764 They observed
a strong increase in the electrophoretic mobility at lower ionic strength (when the electrostatic
interaction is stronger and the particles form a liquid-like structure) which was in apparent
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contradiction with the predictions of the Levine and Neale’s theory.761 One possible
explanation of this surprising result could be that the decrease of the ionic strength leads to a
simultaneous increase in the surface potential,34 and this effect prevails over the increased
interparticle interactions. Further development of the electrokinetic theory for concentrated
dispersions was presented by Kozak and Davis,765 and by Ohshima.757,766

Another interesting experimental study of concentrated suspensions of human
erythrocytes was performed by Zukoski and Saville.767 Although volume fractions as high as
75% were employed, the electrophoretic mobility changed by the factor (1-�) in the whole
concentration range, which was simply explained by the backflow of liquid necessary to
conserve the suspension volume. The electrostatic and hydrodynamic particle-particle
interactions apparently cancelled each other in these experiments. One should note that the
electrolyte concentration was relatively high and, contrary to the experiments of Deggelmann
et al.,764 the electrical double layers were thin in comparison with the particle size.

A recent progress was achieved in the theoretical description of the electrophoretic
mobility of spherical particles in oscillating electrical field768 (so-called dynamic mobility);
see also section 5.8.7.2. General equations at an arbitrary frequency, 
 potential, and �R, as
well as analytical formulas for low 
 potentials, were derived by Mangelsdorf and White.768

Theory and experiment769 demonstrated rather strong frequency dependence of the
electrophoretic response of the particles in the hertz and kilohertz regions. A general
theoretical expressions, along with explicit approximate formulas, for the dynamic
electrophoretic mobility of spheres and cylinders were derived by Ohshima.757,770,771 The
electrophoretic measurements in oscillating fields are stimulated also by the fact that the
undesirable effect of the electroosmotic flow in the experimental cell, created by the charge at
the cell walls, is strongly suppressed in this type of equipment.769,772

Another important recent development is the construction of equipment capable of
measuring the mobility of nanometer-sized particles, such as micelles and protein molecules.
The different mobility of proteins in polymer gels is widely used for their separation and
identification,773 but this method is not suitable for the physico-chemical study of proteins,
because the interactions of the protein molecules with the polymer gel matrix could be rather
specific. For a long time the electrophoretic mobility of proteins in a free solution was studied
by the "moving boundary method" of Tiselius,774 since electrophoretic equipment based on
dynamic light scattering (Section 5.7.2.1) is limited to particles of a size between
approximately 50 nm and 10 �m. The method of Tiselius is not so easy and, in principle, it is
not very suitable for micellar solutions, because a boundary between solutions of different
concentrations must be formed. Imae et al.775-780 described an improved version of
electrophoretic light scattering equipment applicable to particles of a diameter as small as
several nanometers. The feasibility of this equipment was demonstrated776 by measuring the
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electrophoretic mobility of micelles of sodium dodecylsulfate (SDS) and of mixed micelles of
SDS with nonionic surfactants. The electrokinetic properties of micelles are discussed in the
recent review by Imae.780 This experimental advance is accompanied by progress in the
theoretical analysis of the electrophoretic mobility of non-spherical and non-uniformly
charged particles (such as proteins) with some spatial charge distribution on the particle
surface.781-784 One quite interesting conclusion from the work of Yoon784 was that Henry's
formula, Equations 367-368, is correct for spherical particles of arbitrary charge distribution
(with Q being the net particle charge in this case), provided that the electrical potential is low
and can be described by the linearized PB equation.

More details about the method of electrophoretic mobility measurement by means of
dynamic light scattering are given in Section 5.9.2.1.

5.8.5   SEDIMANTATION POTENTIAL

When a charged particle is sedimenting under the action of gravity (Figure 66(d)) the ions in
the electrical double layer are not obliged to follow the particle motion. Instead, a continuous
flow of ions enters the lower half of the particle diffuse layer and leaves its upper half. The
net effect is a spatial separation of the negative and positive charges which creates the
sedimentation potential of intensity, ESED. At a steady state, the electrical current caused by
the particle motion must be counterbalanced by an equal-in-magnitude (but opposite-in-
direction) current created by ESED. The intensity, ESED, can be directly measured by means of
electrode probes placed at two different levels in the suspension of settling particles.
Smoluchowski785 derived the following equation connecting ESED and the 
 potential of
spherical non conducting particles:

b

pgF
E

�

�

�

�� 0
SED � at �R >> 1 (373)

where Fg = gVp(dp � d0) is the gravity force (with subtracted Archimedes' force) acting on a
particle; �p is the particle number concentration; g is gravity acceleration; Vp is the particle
volume; dp is the particle mass density; and d0 is the mass density of the disperse medium.
Generalization of the theoretical consideration to arbitrary values of �R was given by
Booth.786 The theory was later refined by Ohshima et al.,787 who performed exact numerical
calculations and proposed explicit formulas for the cases of not-too-high surface potential and
for thin electrical double layers. The effect of particle concentration was considered by Levine
et al.,788 who used a cell model to account for the hydrodynamic interaction between the
particles. The theory of Levine et al.,788 is restricted to thin double layers (�R>10) and low
surface potentials.
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5.8.6   ELECTROKINETIC PHENOMENA AND ONZAGER RECIPROCAL RELATIONS

All electrokinetic phenomena include the coupled action of an electrical force (with the
respective electrical current) and a hydrodynamic force (with the respective hydrodynamic
flux). Therefore, one can apply the general approach of the linear thermodynamics of
irreversible processes to write:789,790
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where Fj (j=1,2) are the forces, Jj are coupled fluxes, and �ij are phenomenological
coefficients. According to the Onsager reciprocal relations, �12 must be equal to �21, i.e., the
following relationships must be satisfied (see Equation 374):
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Other relations, which directly follow from the assumption �12=�21 are
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In the cases of the immobile solid phase (electroosmosis and streaming potential; see Figures
66(a) and (b)), one can identify:789,790
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where Jw is the water flux and I is the current. Then, the counterpart of Equation 375 reads
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Equation 378 connects the phenomenological coefficients appearing in electroosmosis (the
left-hand side) with those in streaming potential experiments (the right-hand side). One must
note that Equation 378 is valid even if the surface conductivity is important or when the
double layers are not thin with respect to the capillary diameter. Furthermore, this type of
relationship is valid even for electrokinetic experiments with porous plugs and membranes
having pores of nonuniform size and shape. The respective counterparts of the other relations
(Equation 376) are
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In the case of mobile charged particles (electrophoresis and sedimentation potential;
Figures 66(c) and (d)), one should identify J1 as the flux of particles, Jp, and F1 as the gravity
force, Fg. Then, the Onsager relations read:
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Again, Equations 379 and 380 are valid even for concentrated dispersions when strong
electrostatic and hydrodynamic interactions between the particles may take place.

One can verify that all explicit expressions given in Sections 5.8.2-5.8.5 satisfy the
Onsager relations.

5.8.7   ELECTRIC CONDUCTIVITY AND DIELECTRIC RESPONSE OF DISPERSIONS

5.8.7.1   Electric Conductivity

Here we will consider briefly the conductivity, �, of dispersions subjected to a constant
electric field of intensity, E. The behavior of dispersions in alternating fields is considered in
Section 5.8.7.2.

Charged particles influence the net conductivity in several ways: (1) the presence of
particles having dielectric constant and conductivity different from those of the medium
affects the local electrical field and the conditions for ion transport (e.g., nonconducting
particles act as obstacles to the electromigrating ions and polarize the incident electric field);
(2) the increased ionic concentration in the diffuse ion cloud, surrounding the particles, leads
to higher local conductivity; and (3) the migrating charged particles may also contribute to the
total electric current.

Effect (1) was analyzed by Maxwell,791 who derived the following expression for the
conductivity of diluted suspension of uncharged particles:
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where �p is the conductivity of the particles, �b is the conductivity of the medium, and � is the
particle volume fraction. As shown by Maxwell, this result includes an important contribution
from the polarization of the field by the particles. Fricke792 modified the Maxwell approach to
consider particles of oblate or prolate spheroidal shape and obtained the formula:
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where the X factor depends on the particle conductivity and shape. Since the theory of
Fricke792 assumes random orientation of the particles, it is strictly valid only for diluted
suspensions of non-interacting particles and a not-too-high intensity of the electrical field.
These expressions were used by Zukoski and Saville767 to interpret the conductivity data from
human erythrocyte suspensions at high ionic strength and relatively low surface potential
where the effect of the surface conductivity is negligible (see Equation 362).

The contribution of the particle surface conductivity (effect (2)) for a thin electrical
double layer can be accounted for phenomenologically in a similar way, and the final result
for non-conducting particles reads:707,793
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Numerical procedures for calculating the conductivity of dispersions without restriction to
double layer thickness were developed by O'Brien.794,795 A formula for thin electrical double
layers, explicitly accounting for the ion mobility, is given by Ohshima et al.796

As discussed by Dukhin and Derjaguin,707 the electrophoretic migration of the
particles (effect (3)) is negligible if the measurements are performed under conditions such
that the particles cannot release their charges on the electrodes.

5.8.7.2   Dispersions in Alternating Electrical Field

As mentioned in Section 5.8.4, the electrical field, in general, polarizes the electrical double
layer (EDL) around a charged particle. This means that the spherical symmetry of the ion
cloud brakes down, and the additional force appearing between the charged particle and the
distorted ion atmosphere must be taken into account for proper description of the particle
dynamics. If the external field is suddenly switched off, some finite period of time is needed
for restoration of the spherically symmetrical configuration. This time can be
estimated278,715,797 from the ion diffusivity and from the characteristic path length, l, the ions
should travel:
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where DSI�10-9m2/s is the ion diffusion coefficient. If the particles are subjected to an
oscillatory field of frequency, �, much higher than �REL

�1 , the ion clouds will have no time to
respond, and the system will behave as though containing particles with nonpolarizable
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double layers. On the other hand, at a low frequency, � « 1
REL
�

� , the ion clouds will polarize,

exactly following the temporal changes of the applied field. At intermediate frequencies,

�~ �REL
�1 , the EDL will follow the field variations with some delay, and the dielectric constant

of the colloidal dispersion, �, will show a strong dependence on �. The numerical estimate
(see Equation 384) shows that �REL is typically of the order of 10-3s and the characteristic
frequency, �REL, falls in the kilohertz range. For thin electrical double layers, there is an
additional relaxation time, ��, connected with the ion transport across the double layer715,797,798

(i.e., in a radial direction with respect to the particle surface). Since the diffusion path in this
case is l~�-1, the relaxation time is798
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Therefore, �� is inversely proportional to the electrolyte concentration, and the corresponding
characteristic frequency, ��, is typically in the megahertz range.

The polarizability of the individual molecules is also frequency dependent, but the
characteristic values are of the order of 1011 sec-1 and 1015 sec-1 for the rotational and
electronic polarization, respectively.34 Therefore, in the typical frequency domain for
investigation of dispersions (1 sec�1 

� � � 108 sec�1) the polarizability, �p, of the material
building up the particles is frequency independent. On the other hand, the disperse medium
(which is usually an electrolyte solution) has a dielectric permittivity, �b, for which the
frequency dependence can be described by the Debye-Falkenhagen theory.799 Besides, the
characteristic relaxation time of the bulk electrolyte solutions is also given by Equation
385.799

The typical experiment for determination of the dielectric response of a suspension
consists278,715,797 of measuring the magnitude and phase-lag of the current, Ic(t), passing
through the suspension under an applied, oscillating electrical field, E(t)=E0cos(�t). The
current, in turn, contains two components - one connected with the free charges and another
one connected with the polarization. It is widely accepted278,715 to use the complex
presentation of the applied field

� � � �� �tiEtE �expRe 0� (386)

where Re{f} means that the real part of the complex function, f, is considered. Very often the
Re{x} sign is not explicitly stated, but is understood. This formalism, using complex
functions, is rather convenient because the magnitude and the phase-lag of the current both
can be described by one quantity - the complex conductivity, �*:

� � � �� �tiEtIc �� exp*Re 0� (387)
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The physical meaning of the real and of the imaginary parts of �* is the following.715 Re{�*}
is proportional to the dissipated energy in the system - the heat produced per one period of the

field oscillation is equal to � �*Re
2
1 2

0 �E . On the other hand, the phase-lag of the current (with

respect to the applied field) is characterized by the phase angle, � �
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The complex conductivity, �*, of a dispersion is usually defined as:278

� � � � � ������������ ,,,* 0 ��� i (388)

where � is the real part of �* and �	 is the "loss-free" part of the dielectric response.
Alternatively, one can define:278

� � � � � � � ���������������� ,,,0,* 00 ������ i (389)

where the frequency dependence of the real part of �* was totally assigned to the imaginary
part of the dielectric constant. Both conventions are used in the literature,278 and one should
note that in the first case the dielectric constant of the suspension is a real number (�=�	,
�		=0), while in the second case � is considered a complex number (�=�	+i�		). Also, since the
effect of the particles is of primary interest, one considers the changes of these quantities with
respect to the properties of the disperse medium:278
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In Figure 69 the typical frequency dependencies of 
�, 
�	, and 
�		 in the kilohertz
range are schematically represented (a number of real experimental plots are given in the
books by Dukhin and Shilov715 and Russel et al.278). As shown in the figure, the value of �		
goes through a maximum, which corresponds to a maximal dissipation of energy in the
suspension. The values of � and �	 are, respectively, monotonously decreasing and increasing
with the frequency. In general, the experiments show that the magnitude of 
�	 increases with
the values of �R and the � potential. The magnitude of 
� also increases with the � potential
but decreases with �R. The magnitude of 
�		 increases with the � potential. In dilute
dispersions, none of the three quantities depend on the particle concentration in the
framework of the experimental accuracy, as would be expected. The theory of the dielectric
response in this low-frequency range was mostly developed by Dukhin and his colleagues,715

and analytical formulas are available for thin electrical double layers715 or low surface
potential.710
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FIGURE 69. Schematic presentation of the electric conductivity, 
�, the real part, 
�', and
the imaginary part, 
�'', of the dielectric permittivity increments of dispersion as functions of
the frequency of the electric field, �. For definitions of 
�, 
�', and 
�'', see Equation 390.

During the last decade the dielectric response of dispersions in the megahertz range
was extensively studied. O'Brien798 presented the complex conductivity of a dilute dispersion
in the form (see Equation 381):
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where the complex function �(�b, �s, �b, �p, �) is given by the expression:
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Here, �p is the relative dielectric permittivity of the particle substance. As shown by

O'Brien,798 at high frequency (�»D�
2~�b/�0�b), Equation 392 reduces to the result for

uncharged particles, �=(�b-�p)/(2�b+�p). At low frequency (�«�b/�0�b), Equation 392
coincides with the high-frequency limit of the formula derived by Hinch et al.:800
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The high-frequency limit of Equation 393 is �=(1-)/(2+) which, as stated above, is
identical to the low-frequency limit of Equation 392 because �s/�bR=/2.798 One can conclude
that the combination of Equations 391-393 covers the whole range of frequencies that are of
interested.798

This approach was further extended by O'Brien798 to include the cases of concentrated
dispersion of randomly packed spheres and porous plugs. A comparison with experimental
data on Pyrex plugs revealed very good agreement in the frequency range from 103 to 107sec-

1. Midmore et al.801 measured the dielectric response of concentrated latex suspensions (� was
varied between 0.1 and 0.5) in the range between 1 and 10 MHz and also found that the data
can be well reproduced by the cell type of theoretical model. However, the estimated �
potential from the conductivity measurements was considerably larger than the value
determined by electrophoretic measurement (this issue will be discussed in the following
section). Equipment and procedures for performing calibration and measurement of the
dielectric response of dispersions are described in References 801-803. A large set of
numerical results for various values of the particle � potential and the ionic strength of the
disperse medium were presented by Grosse et al.804

We will now briefly describe the technique of colloid vibration potential (CVP) for
determination of the particle � potential. In this type of experiment, an ultrasonic wave is
introduced into the suspension, thus leading to oscillatory motion of the particles. Due to the
difference in the mass densities of the particles and the surrounding fluid, the ion cloud does
not follow the particle motion (similar to the case of particle sedimentation), and spatial
separation of the positive and negative charges appears. The corresponding electrical potential
is called the colloid vibration potential and can be measured by two probe electrodes
separated by distance �/2 in the direction of the ultrasound propagation (� is the sound
wavelength). The theory for diluted suspensions was developed by Enderby805 and Booth806

and further extended to concentrated systems by Marlow et al.807 The connection between the
colloid vibration potential, ECVP, and the particle � potential is807,808
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where P0 is the amplitude of the sound pressure, while dp and db are the mass densities of the
particles and medium, respectively. The function f2(�R,�) accounts for the particle-particle

interactions; for diluted systems, f2(�R,��0)=1, and for thin EDL f2(�R»1,�)=(1-�).

The experiments performed by several research groups807-809 showed good agreement
of theoretical predictions with the experimental data. This is rather encouraging and a little
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surprising result, keeping in mind that the experiments with simple electrolytes (where a
similar effect called "ionic vibration potential" is existing810) produced data which are often
not well explained809 by the corresponding theory.810 The CVP technique can be applied to
concentrated dispersions.

O’Brien811 showed that the CVP is related through the Onzager relations to the so-
called electrokinetic sonic amplitude (ESA). The latter appears when an alternating electric
field is applied to a suspension of charged particles. The ensuing oscillatory motion of the
particles creates a macroscopic acoustic wave, whose amplitude and phase lag can be
experimentally measured and used for characterization of the dispersed particles. The method
allows one to determine the size and � potential of the particles in a concentrated dispersion
without need of dilution.812-818 In general, the problem consists of two stages: first, the
dynamic electrophoretic mobility is determined from the CVP or ESA data, and second, the
particle � potential is calculated from the dynamic mobility by using various theoretical
models. The effect of surface conductivity on the analysis of the ESA and CVP data was
recently considered by Dukhin et al.817 and by Löbbus et al.818 The CVP and ESA are often
termed electroacoustic phenomena in the literature.

5.8.8   ANOMALOUS SURFACE CONDUCTANCE AND DATA INTERPRETATION

Theoretical interpretation of the measured electrokinetic quantities is always based on a
number of explicit and implicit assumptions. Since the meaning of the obtained data depends
on the adequacy of the theory used for their interpretation, the underlying assumptions are
often questioned and discussed in the literature.705,707,716,819 In this section, we briefly discuss
the current evaluation of the importance of some effects that are not taken into account in the
conventional theory.

All the consideration up to now implies that the dielectric permittivity and the
viscosity in the electrical double layer (at least for x � xs; see Figure 67) are equal to those of
the bulk disperse medium. A more refined approach793,819 shows that for thin double layers
the formulas, stemming from the Smoluchowski theory, may remain unaltered if the "real" �
potential (� = �(xs)) is replaced by the quantity:793
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where �(x) and �(x) account for local variations of the dielectric constant and viscosity in the
double layer, while �b and �b are the respective values in the bulk medium. Hunter819 analyzed
a number of theoretical and experimental results and concluded that this effect is "small under
most conditions". Recently, Chan and Horn820 and Israelachvili821 performed dynamic
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experiments using the surface force apparatus and showed that the water viscosity is
practically constant down to distances one to two molecular diameters from a smooth mica
surface. Their experiments also demonstrated that the shear plane at a smooth surface is
shifted no more than one to two molecular layers apart from the surface. Therefore, one may
expect that for smooth surfaces the � potential should be very close to the surface potential,
�s, at least for not-too-high electrolyte concentrations and surface potentials.

The case of a rough solid surface is much more complicated,707,793 because the surface
roughness affects not only the position of the shear plane, but also the surface charge density
distribution and the surface conductivity. Therefore, a general approach to rough surfaces is
missing and one should choose between several simple models (see below) to mimic as close
as possible the real surface.

Another very important issue in this respect is the way to account for the surface
conductivity. The formula of Bickerman727 (Equation 359), the correction factor to the
electrophoretic mobility of Henry738 (Equation 368), and the formula of O'Brien and Hunter744

(Equation 371), quoted above are derived under the assumption that only the ions in the
movable part (x � xs; Figure 67) of the EDL contribute to the surface conductivity, �s.
Moreover, the ions in the EDL are taken to have the same mobility as that in the bulk
electrolyte solution. A variety of experimental data707,715,793,822-827 suggests, however, that the
ions behind the shear plane (x < xs) and even those adsorbed in the Stern layer may contribute
to �s. The term "anomalous surface conductance" was coined for this phenomenon. Such an
effect can be taken into account theoretically, but new parameters (such as the ion mobility in
the Stern layer) must be included in the consideration. Hence, the interpretation of data by
these more complex models usually requires the application of two or more electrokinetic
techniques which provide complementary information.803,828 Dukhin and van de Ven828

specify three major (and relatively simple) types of models as being most suitable for data
interpretation. These models differ in the way they consider the surface conductivity and the
connection between �s and �:

� Model 1 (�=�s and �s=�s
EDL ): This is the simplest possible model accounting for the

surface conductivity, because it assumes that an immobile part of the diffuse layer is
absent. As a result, xs=0, �=�s, and �s is due only to ions in the diffuse layer.

� Model 2 (���s, �s=�s
EDL ): In this model two parts of the diffuse layer

(hydrodynamically mobile and immobile, respectively) are distinguished. The surface
conductivity is taken to include contributions from the ions in the whole diffuse layer,
including the hydrodynamically immobile part. The mobility of the ions in the diffuse
layer is considered to be the same as that in the bulk, while the mobility of the ions in
the Stern layer is set equal to zero. The Gouy-Chapmen theory, e.g. Equation 343, is
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used to connect the values of � and �s. Therefore, the value of xs is an important
parameter in this model. According to Dukhin and van de Ven,828 this model is most
suitable for particles with a rough surface or for a surface covered with a layer of
nonionic surfactants or polymers.822,823,825

� Model 3 (�=�s, �s=�s
EDL +�s

Stern ): As in model 1, it is assumed that the whole diffuse

part of the EDL is hydrodynamically mobile. In addition, the ions in the Stern layer
are allowed to move in external electrical field and to contribute to �s. This model
seems to be appropriate for the description of electrophoresis of biological cells (if
glycocalix on the cell surface is not present) and particles covered by ionic
surfactants.824

Theoretical descriptions of the electrokinetic phenomena in the framework of these
three models were developed in the literature and reviewed by Dukhin and van de Ven.828 The
effect of particle polydispersity on the data interpretation by the different models was
analyzed in the same study.828

The interest in anomalous surface conductance has been high during the last several
years795,817,818,822-833 due to the finding that most of the studied latex samples have showed
electrokinetic properties that cannot be described by conventional theory. In particular, the
electric potential determined by electrophoresis was substantially lower than that measured in
dielectric studies.795,801,823-826 Also, the electrophoretic � potential, calculated from the
conventional theory, showed a maximum as a function of the electrolyte concentration, while
one should expect a gradual decrease.803,829 Several hypotheses825,826 were discussed in the
literature to explain this discrepancy, most of them being connected with the anomalous
surface conductance of the latex particles. According to the "hairy model",826,827 the particle
surface is covered by a layer of flexible polymer chains, which are extended into the solution
at a distance, which depends on the electrolyte concentration. Since the position of the shear
plane, xs, is to be close to the outer boundary of this polymer layer, the thickness of the
immobile hydrodynamic layer (and the corresponding anomalous surface conductance created
by the ions in the immobile layer) appears to be strongly dependent on the ionic strength. This
hypothesis found some experimental confirmation in experiments827 with latex particles,
preheated for a certain period of time at a temperature above the glass transition temperature
of the polymer. As shown by Rosen and Saville,827 the electrokinetic properties of the
preheated latexes become much closer to those expected from the classical theory. On the
other hand, Shubin et al.803 made systematic measurements to distinguish which type of ions
are responsible for the anomalous conductance of the latex particles, those in the diffuse part
or those in the Stern layer. The authors803 concluded that their data can be interpreted only by
assuming ion transport in the Stern layer. Recent theoretical analysis of Saville833 showed that
the presence of a thin permeable (hairy) polymer layer on the surface of colloid particles
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indeed has an important effect on their electrophoretic mobility, while the suspension
conductivity might be very slightly affected.

Experiments830-832 made in different laboratories suggest that the importance of the
discussed effect depends strongly on the type of used particles. Gittings and Saville831 and
Russell et al.830 found out latex samples (commercial and laboratory-made ones) for which the
electrokinetic properties can be well described by the classical theory, without need to invoke
the anomalous surface conductance. These observations were complemented by the results of
Bastos-Gonzales et al.,832 who performed heat treatment of polystyrene latexes with different
surface groups. The experiments by several methods showed832 that the surface of the sulfate
and aldehyde latexes changed upon heating, while the sulfonate and carboxyl latexes did not
show a detectable change of their properties. Better understanding of the electrokinetic
properties of latex particles is of significant importance, because the latexes are widely
used278,717 as model systems for quantitative investigation of a variety of colloidal
phenomena, and their reliable characterization is needed for these tasks.

5.8.9  Electrokinetic Prtoperties of Air-Water and Oil-Water Interfaces

The experimental methods based on electrokinetic phenomena (and especially
electrophoresis) have found very widespread application for routine characterization of
electrical surface properties of solid particles, liquid droplets, porous media, synthetic
membranes, etc. A systematic presentation of the main results obtained on different types of
systems is given in Chapters 6 to 8 of Reference 716, and in Chapters 8 to 33 of Reference
718. A glance at the books278,715-718 and review articles704-714 in the field, however, shows that
the properties of air-water and oil-water interfaces are either not considered at all or only
briefly mentioned. This fact is surprising, as a number of studies834-843 (the first of them being
performed more than seventy years ago) have convincingly demonstrated a substantial
negative � potential at bare (without any surfactant) air-water and oil-water interfaces. This
spontaneous charging cannot be explained in a trivial way - it requires the specific preferential
adsorption of some kind of ion, because from a purely electrostatic viewpoint the approach of
an ion to the interface of water and a nonpolar fluid is unfavorable because of the image
forces.34 Measurements of the electrophoretic mobility of air bubbles and oil droplets
demonstrated a strong pH dependence of their � potential: it is almost zero at a pH of around
3 and goes down to –120 mV at a pH ~ 11. Therefore, two main hypotheses, connected with

the dissociation-association equilibrium of water �
�
��

�
� ���	 OHHOH2  were suggested in the

literature to explain the phenomenon: (1) specific adsorption of HO- ions in the boundary
water molecules, and (2) negative adsorption, i.e., depletion of H+ ions in the boundary layer.
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Marinova et al.842 performed a series of systematic measurements of the
electrophoretic mobility of oil-in-water emulsion droplets to check these (and some other)
possible hypotheses. Analyzis of the obtained results leads to the conclusion that the charges
originate from hydroxyl ions, which specifically adsorb at the oil-water interface. The pH-
dependence of the surface charge was interpreted by using Stern's adsorption isotherm,
yielding the value of ~ 25 kT for the specific adsorption energy per HO- ion. Although some
speculations about the underlying mechanism were presented841,842 the molecular picture
behind this value is rather obscured. One may expect that the computer methods for studying
the molecular structuring and dynamics at interfaces (including hydrogen-bond effects) will
be very helpful in revealing the physical origin of the surface charge. Dunstan and Saville841

suggested the idea that the specific adsorption of ions, responsible for the charging of
hydrophobic surfaces, may be connected with the anomalous electrokinetic behavior of latex
particles, as discussed in the previous section.

The air-water and oil-water interfaces, covered with adsorption layers of nonionic
surfactants, are also negatively charged at neutral pH, which has an important impact on the
stability of foams and emulsions.462,835,842,844-846 Again, a strong pH-dependence of the �
potential is established: the higher the pH, the larger in magnitude the � potential. The effect
of the adsorbing nonionic surfactants on the magnitudes of the surface potential of air-water
interfaces was analyzed in detail in Reference 846. The electrokinetic properties of fluid
interfaces in the presence of cationic or anionic surfactants are more understandable (at least
qualitatively): the interfaces are positively or negatively charged, respectively. In the presence
of an adsorbed protein layer, the interfacial electric potential is usually close to that of the
protein molecules at the pH of the disperse medium. In this way, the surface charge may
change from negative to positive around the isoelectric point of the protein.

5.9   OPTICAL PROPERTIES OF DISPERSIONS AND MICELLAR SOLUTIONS

The light scattering methods for studying colloidal systems can be classified in two wide
groups: static light scattering (SLS) and dynamic light scattering (DLS). The latter is often
called quasi-elastic light scattering (QELS) or photon correlation spectroscopy (PCS). In SLS
methods, the averaged-over-time intensity of the scattered light is measured as a function of
the particle concentration and/or scattering angle. In DLS methods, the time fluctuations of
the scattered light are measured. The light scattering methods possess a number of
advantages, which make them particularly suitable for investigation of colloid systems. In
general, these methods are noninvasive; applicable to very small and unstable (when dried)
particles, such as surfactant micelles and lipid vesicles; suitable for characterization of particle
size and shape, as well as of interparticle interactions; and relatively fast, and not requiring
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very expensive equipment. The theoretical basis of light scattering methods is outlined in
Sections 5.9.1 and 5.9.2. The main applications of the methods to surfactant solutions and
colloidal dispersions are summarized in Section 5.9.3.

FIGURE 70. Geometry of the light scattering experiment. (a) Plane polarized monochromatic
beam of intensity I0 induces the variable dipole, p, which emits an electromagnetic wave
(scattered light); the detector is at point A. (b) The incident beam can be vertically polarized,
horizontally polarized or nonpolarized with respect to the scattering plane. Angle � is formed
between the directions of the dipole and the scattered beam, while the angle � is between the
directions of the incident and scattered beams. The axes (v,h) and (V,H) denote the vertical and
horizontal directions for the incident and scattered beam, respectively.

5.9.1   STATIC LIGHT SCATTERING

A comprehensive presentation of the SLS theory can be found in the monographs by Van de
Hulst847 and Kerker.848 The basic concepts are discussed in the textbooks by Hiemenz and
Rajagopalan,849 and Lyklema;850 a collection of the classical papers on this topic is reprinted
in Reference 851.
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5.9.1.1   Rayleigh Scattering

The scattering of light from colloidal particles of dimensions much smaller than the light
wavelength (e.g., surfactant micelles) can be analyzed in the framework of the Rayleigh
theory,852 which was originally developed for light scattering from gases. A beam of
monochromatic, polarized light can be described by the amplitude of its electrical vector (see
Figure 70).
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Here, x is the coordinate in direction of the incident beam, t is time, and � and � are the
frequency and the wavelength of the light, respectively. The light induces a variable dipole in
the particle:
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where � is the excess particle polarizability (i.e., the difference between the polarizability of
the particle and the polarizability of the same volume of the medium). The induced dipole
creates an electromagnetic field of the same frequency (scattered light) with an intensity
(energy flux per unit area perpendicular to the scattered beam) averaged over time of:849
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where the brackets denote time averaging, � is the angle between the direction of the induced
dipole and the direction of the scattered beam, �I0�t is the intensity of the incident beam, �0 is
the light wavelength in vacuo, r is the distance between the scattering dipole and the detector,
c is the speed of light, and �0 is the dielectric permittivity of the vacuo. For vertically
polarized light, �=�/2, while for horizontally polarized light �=(�/2-�); � is the scattering
angle (see Figure 70). Nonpolarized light can be formally considered as the superposition of
one vertically polarized and one horizontally polarized beam of equal intensity. In the
Rayleigh theory,852 the scatterers are considered to be independent from each other, and the
total intensity of the scattered light from a suspension of number concentration � is
proportional to the number of particles observed by the detector, N (N=�VS; VS is the
scattering volume). To characterize the light scattering with a quantity independent from the
geometry of the equipment, one usually considers the reduced intensity of the scattered light
called Rayleigh ratio:
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where the factor P(�) depends on the polarization of the incident beam. In the case of small
particles (of dimensions much smaller than �):
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22 cos1

2
1,cos,1 ���� uhv PPP (402)

where the subscripts v, h and u denote vertically polarized, horizontally polarized or non-
polarized incident beam, respectively. In the more general case, P(�) also depends on the size
and shape of the scattering particles (see bellow); hence, it is sometimes called scattering
formfactor of the particles. By using the continuum theory of dielectric polarization, one can
express the excess polarizability of a spherical particle of radius R and refractive index np

which is immersed in a medium of refractive index, nm, by means of the Lorenz-Lorentz
equation:34
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Since in many cases np and R are not known and the particles may have a non-
spherical shape, another way for deducing the excess particle polarizability is used: � is
expressed through the change of the refractive index of the suspension, n, with the particle
concentration:853
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Here M is the mass of a particle, c is the particle mass concentration (c=�M/NA and NA is the
Avogadro number). The quantity (dn/dc) presents the refractive index gradient of the
suspension and is measured by refractometer of high sensitivity. Combining Equations 401
and 404, one can derive the following expression for the Rayleigh ratio of a suspension of
independent scatterers:

uhvj
dc
dn

N
n

KPMKcR
A

jj ,,and
4

,)()(
2

4
0

2
0

2

��
�

�
�
�

�

�

	

�
� (405)

which (in principle) allows one to determine the particle mass, M, from the intensity of the
scattered light. Equation 405 has several important limitations: (1) the particle dimensions
must be much smaller compared to the light wavelength, (2) the particle concentration must
be very low to avoid the interparticle interactions and the interference of light beams scattered
by different particles, and (3) the particles do not absorb light (the suspension is colorless).
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FIGURE 71 The Rayleigh-Debye-Gans857-859 theory is based on the assumptions that:
(1) the incident beam propagates without being affected by the particles, and (2) the scattered
light, received by the detector, is a superposition of the beams emitted from the induced
dipoles in the different parts of the particle.

5.9.1.2   Rayleigh-Debye-Gans Theory

The radiation of a particle, comparable in size to the light wavelength, leads to induction of
dipoles in different parts of the particle that are not in phase (Figure 71). The net scattered
light, received by the detector, is a result of the interference of the beams scattered from the
different points of the particle. In this case, the function P(�) depends on the particle size and
shape. If the particles have an anisodiametrical shape, P(�) could depend on their orientation
as well. Typical examples are rod-like particles that are preferentially oriented along a given
direction by electric854-856 or hydrodynamic field. In most systems, however, the particles are
randomly oriented, and averaging over all possible orientations is performed to calculate P(�).

A rather general approach for determination of the function P(�) was proposed by
Rayleigh857 and further developed by Debye858 and Gans.859 The main assumption in the
Rayleigh-Debye-Gans (RDG) theory is that the incident beam that excites the electrical
dipoles in the particle is not influenced (in neither magnitude nor phase) by the presence of
the particle. This requirement is better satisfied by smaller particles having a refractive index
close to that of the disperse medium. The respective quantitative criterion reads:
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where l is a length of the order of the size of the particle (l coincides with the radius for
spheres). For such "soft" scatterers, the phase difference of the waves created by the induced
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dipoles in different parts of the particle (considered to be independent in the RDG theory) can
be calculated by geometrical consideration.

Since the scattered waves propagating in a forward direction, �=0�, are all in phase
(positive interference), the intensity of the scattered light is maximal in this direction and
P(0) = 1. Comparison with Equation 405 shows that R(0) = cKM; hence, one can define:

� � � � � � uhvjRRP jj ,,,0/ �� �� (407)

The general expression for the scattering form factor of randomly oriented particles and
vertically polarized light reads:858
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n
q  is the magnitude of the scattering vector, and rij is the distance

between the i-th and j-th scattering subunit. The double sum is taken over all subunits of total
number N. The particle scattering factor was calculated for typical particle shapes (see Table 9
and Table 8.5 in Reference 848).

Once Pv(�) is known, one can calculate Ph(�) and Pu(�) through the relationships (see
Equation 402):
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The expansion in series of sin(qrij) in the right-hand side of Equation 408 leads to a
fairly simple and general result:860
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where 2
gR 1/2 is the radius of gyration for a particle that is arbitrary in shape and size. This

result shows that the initial part of the function P(�), corresponding to small scattering angles,
enables one to determine the radius of gyration, no matter what the particle shape is. For that
purpose, the experimentally measured intensity of the scattered light is represented in the
form (see Equation 405):
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Table 9. Scattering function, Pv(q), single particle translational diffusion coefficient, D0,
and single particle rotational diffusion coefficient, �, for particles of different shape

Shape of particle Pv(q),  D0,  � Ref.
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viscosity of the medium and kT is thermal energy; J1(x) is Bessel function of the first kind.
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and Kc/Rv(�) is plotted vs. sin2(�/2). For a nonpolarized or horizontally polarized primary
beam, Rv(�), in the left-hand side of Equation 411 is to be replaced by 2Ru(�)/(1+cos2

�) or
Rh(�)/cos2

�, respectively.

The radii of gyration for a sphere of radius Rs, for a thin rod-like particle of length L,
for a Gaussian coil containing N segments of length l, and for a thin disk of radius Rd are
given by:847, 849,861

� �sphere
5
3 22

sg RR � (412a)

� �particleikelrod
12
1 22

�� LRg (412b)

� �coilGaussian
6
1 22 lNRg � (412c)

� �diskthin
2
1 22

dg RR � (412d)

The radius of gyration for a wormlike chain of length L, persistent length lp, and diameter d
was found to be861
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where Lll pp /~
� . For a random coil ( pl~  � 1, lp = l/2, L = Nl, and d � L), Equation 413

reduces to Equation 412c. In the other limiting case of pl~  � 1, Equation 413 reduces to the

result for a cylinder of length L and diameter d:
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This consideration can be further generalized to account for the interaction between
the particles (see Section 5.9.1.4, below).

5.9.1.3   Theory of Mie

If the condition in Equation 406 is violated, the RDG theory is not valid. A solution of the
scattering problem for particles arbitrary in size has been found only for several particular
shapes. Mie874 succeeded in finding a complete general solution of the Maxwell equations for
a sphere in a periodic electromagnetic field. The refractive indexes of the sphere, np, and of
the medium, nm, are considered to be complex numbers (i.e., the theory is applicable to light-
absorbing substances, including metals):
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Here, �j(�) and �j(�) are the dielectric permittivity and the electrical conductivity,
respectively, for a given circular frequency, �, of the field, while ~n j and kj are the real and the
imaginary parts, respectively, of the refractive index.

As shown by Mie874 and Debye,875 the electromagnetic field of the light scattered by a
sphere can be presented as an infinite series over associated Legendre polynomials,

� ��cos1
nP , multiplied by spherical Bessel functions, � �� ��� /22 rhn . The coefficients in this

series must be determined from the boundary conditions and afterwards can be used to
calculate the angular dependence of the amplitude and polarization of the scattered field.
Different boundary conditions were imposed in the case of conducting or dielectric materials
of the sphere and of the medium.

The numerical calculation of the complete problem presents a formidable task, and a
number of practical recommendations for appropriate simplifications are given in the
specialized literature.847-849 Typically, the final result of such calculations is presented in
terms of the efficiency factors for absorption and scattering, Qabs and Qsca. The magnitudes of
Qabs and Qsca depend on �, ~n , k, �, and the particle size. For nonabsorbing particles (kp=0),
Qabs=0; for nonscattering particles (~n p = ~n m), Qsca=0. The efficiency factors can be directly
related to the absorbance and turbidity of the suspension (see Section 5.9.1.7). A similar
approach was used to investigate the scattering from coated spheres; long circular, elliptic,
and parabolic cylinders; flat disks; spheroids; and others (see References 847, 848, and 876).

The theory of Mie874 is used also in the laser diffraction method for particle size
analysis.877 In this method, the light scattered by the particles is collected over a range of
angles (usually between 1o and 20o) in the forward direction. The corresponding experimental
setup is usually referred to as Fourier optics. The method is applied to relatively large
particles (typically between 0.3 and 600 �m) when the scattered light in a forward direction
(projected on a screen) presents a combination of concentric fringes. The angular intensity
distribution of the scattered light is analyzed to deduce the particle size distribution. For
particles of diameter above several micrometers, the diffraction pattern is usually interpreted
by simpler approximate theories, like that of the Fraunhofer diffraction.877

5.9.1.4   Interacting Particles

5.9.1.4.1   Fluctuation theory of static light scattering

All discussion up to here has been based on the assumption that the scatterers are
independent; however, in most of cases this assumption is not justified. A general approach
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for calculating R(�) for a suspension of small interacting particles was proposed by
Einstein.878 He related the fluctuations in the polarizability of suspension with the fluctuations
of the particle concentration. The final result reads:
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where �(c) is the osmotic pressure of the suspension. For a low particle concentration, the
osmotic pressure is expanded in series with respect to the particle concentration:
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where Ai are virial coefficients (A1 = 1/M). Then, the relationship between c and R(�) can be
rewritten in the form:879
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where Pj(�) is given by Equation 402, depending on the polarization of the incident light. As
seen from this expression, the particle mass can be determined by measuring R(�) at several
concentrations and extrapolating the result toward c=0. The intercept of the obtained straight
line (at small concentrations) is equal to 1/M, while the slope provides the second osmotic
virial coefficient, A2, which is a measure of the interparticle interactions.

The system of large interacting particles requires a modification of the Einstein
approach, because one should account for correlations in the position of the scattering
subunits within a given particle, along with correlations in the positions of different particles.
If the condition in Equation 406 is satisfied, one can decompose these correlations into two
different terms to obtain880
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where the particle form factor Pj(�) is the same as for noninteracting particles, while the
structure factor S(�,q), accounts for the interactions. By definition, the static structure factor is
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where g(r) is the pair radial distribution function.
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FIGURE 72. Schematic presentation of the Zimm-plot881 (method of double extrapolation).
The data from measurements at several concentrations (c1 to c6) and scattering angles (�1 to
�4) are presented by empty circles. Then, extrapolation to c = 0 for each angle and to � = 0 for
each concentration is numerically performed (see the black dots). Both lines, c = 0 and � = 0,
should meet the ordinate at the point M�1, where M is the particle mass. The slope angle of the
line c = 0 is equal to � �

21 2
0tan 4 / / 3c gn R M� � �� � � �

� �
, while the slope angle of the line � = 0 is

equal to � �1
2tan 2A�

�
� � .

For small particles, g(r) is substantially different from unity only at interparticle
distances r << q�1. Then, the structure factor is equal to the inverse osmotic compressibility of
the suspension:880
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and Equation 419 reduces to the Einstein expression, Equation 416, with � (instead of c)
being used as a measure of the particle concentration - note that Equation 416 does not
depend on the particular choice of the concentration definition.

5.9.1.4.2 Zimm-plot (method of double extrapolation)

The substitution of Equation 410 in Equation 418 suggests a graphical procedure for
interpretation of light scattering data from suspensions of large interacting particles of
arbitrary shape. Keeping the leading terms we obtain:
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Based on this formula, Zimm881 suggested plotting Kc/Rv(�) against [sin2(�/2)+bc],
where b is an arbitrary constant usually chosen to satisfy the condition bcmax~1. This method
requires measurements at different concentrations and scattering angles. The data are
presented as a grid of points (Figure 72) which allows extrapolation (1) to zero angle for each
used concentration, and (2) to zero concentration for each scattering angle. Finally, the
extrapolated points for zero concentration (at different angles) are extrapolated to zero angle,
and the points for zero angle (at different concentrations) are extrapolated to zero
concentration. In the ideal case, the two extrapolated curves must cut the ordinate Kc/Rv(�) at
the same point, which is the inverse mass of the particle. Respectively, the initial slope of the

curve c=0 provides the square radius of gyration, Rg
2 , while the initial slope of the curve

�=0 gives the second osmotic virial coefficient, A2.

For non-polarized or horizontally polarized incident beams, Rv(�) in Equation 422 is to
be replaced by 2Ru(�)/(1+cos2

�) or Rh(�)/cos2
�, respectively.

5.9.1.4.3   Interpretation of the second osmotic virial coefficient

Generally speaking, positive values of A2 mean net repulsion between the particles, while
negative values of A2 correspond to attraction. For more detailed analysis of the values of the
second osmotic virial coefficient, the use of other definitions of the particle concentration is
more convenient. The common virial expansion:11
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defines another second virial coefficient, �2, which has the dimensions of volume and is
widely used in statistical thermodynamics. The coefficients, A2 and �2, are interconnected
through the relationship:
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For the central interaction between the particles, one can rigorously show that:11,880
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where r is the distance between the centers of mass of the particles, and W(r) is the pair
interaction energy. More general expressions for �2 in the case of anisodiametrical particles is
also available.11,880 The usage of �2 is convenient when the experimental results about the
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particle interactions must be compared to theoretical calculations. For hard spheres, �2 is
equal to 8Vp, where Vp is the particle volume. This fact was used by some authors to define
so-called effective volume of the particle through the measured second virial coefficient:314,324
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Note that VEFF could be substantially different from the actual particle volume, Vp, if long-
range interactions between the particles are present. The counterpart of Equation 422 in terms
of � and �2 reads:
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In the case of microemulsions and suspensions of spherical particles, it is usually more
convenient to use the volume fraction, �, of the dispersed particles as a measure of their
concentration.882-887 By using the fact that � = �Vp, one can obtain the virial expansion:
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The light scattering data can be interpreted by using the equation:
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Therefore, the double extrapolation procedure in these variables provides the real volume of
the particles, Vp. The quantity 2B2Vp is dimensionless and often denoted in the literature as �V

(see Section 5.9.2.4, below). For hard spheres, �V = 8.

5.9.1.5   Depolarization of Scattered Light

The polarization of the incident beam is denoted by subscripts v, h, or u for vertically
polarized, horizontally polarized, or nonpolarized light, respectively. Generally, the Rayleigh
constant can be considered as consisting of two components, RV and RH, corresponding to the
vertical and horizontal directions of the electrical field of the scattered light (Figure 70).

Therefore, one can define six quantities: H
u

H
h

H
v

V
u

V
h

V
v RRRRRR and,,,,, , the values of which

provide information about the size, shape, and anisotropy of the scattering particles.888-890

Depending on the polarization of the incident light, it is accepted to define three
depolarization coefficients:
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Usually, �v, �h, and �u refer to a scattering angle �=90� and small concentrations, c	0 (the
scattering from the solvent is subtracted). The values of �v, �h, and �u can be used to
determine the type of the suspended particles (see Table 10). Note that the inherent particle
anisotropy is reflected in the value of �v, while �u contains a contribution from the particle
size as well.

Table 10.  Depolarization Coefficients of Different Types of Particles888,889

Particles �v �h �u

small, isotropic 0 not defined 0

small, anisotropic (0 – 1) 1 (0 – 1)

large, isotropic 0 
 (0 – 1)

large, anisotropic (0 – 1) 1 (0 – 1)

One can define the so-called optical anisotropy of the particles
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where �1, �2, and �3 are the polarizabilities of the particle along its three main axes. As
shown by Cabannes888 for particles arbitrary in size:
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In the particular case of small particles and �=90�, one has:
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Comparison of Equations 402, 405, and 433b shows that in the case of small anisotropic

molecules, one has an additional multiplier 
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 called the Cabannes' factor.
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Therefore, the correct determination of the particle mass in such systems requires
measurements of both, R(90�) and �(90�).

5.9.1.6   Polydisperse Samples

The light scattering methods provide statistically averaged quantities when applied to
polydisperse samples (e.g., micellar or polymer solutions). The case of independent scatterers
can be rigorously treated862,881 by using the mass distribution function of the particles, f(M).
By definition, dm=f(M)dM is the mass of particles in the range between M and (M+dM),
scaled by the total particle mass. As shown by Zimm,881 the scattering law in such a system
can be presented similarly to the case of monodisperse particles (see Equation 405):
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where c is the total particle concentration, while the averaged molecular mass, �Mm, and form
factor, �P(�)m, are defined as:
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For small scattering angles, Pv(�,M) 	 1 - 
1
3

2 2q R Mg � � , where � �MRg
2  is the squared

radius of gyration of particles having mass M. Substituting this expression in Equation 434,
one obtains:881
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This expression can be used as a starting point for analysis of the scattered light intensity by

polydisperse samples. If the shape of the particles is known (that is, � �MRg
2  is a known

function; see Equation 412), one can determine two parameters characterizing the distribution
f(M) (e.g., its mean value and standard deviation) from the experimentally measured intercept
and slope of the line, [cK/Rv(�)]-1 vs. q2. For small particles, P(�	0,M) � 1 and:
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Therefore, in this case, one can determine the mass averaged particle mass (Equation 435).
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5.9.1.7   Turbidimetry

Instead of measuring the intensity of the scattered light at a given angle, �, one can measure
the extinction of the incident beam propagating through the suspension.853,879 The method is
called turbidimetry and was widely used in the past, because the necessary equipment was
essentially the same as that for measuring the absorption of light by colored solutions.
Usually, non-polarized light is used in these experiments; hence, the following consideration
corresponds to nonpolarized incident beams.

The turbidity, �[m�1], of a suspension is defined through a counterpart of Beer-
Lambert's equation:848,849

� � � �xIxI ��� exp0 (438)

On the other hand, the turbidity can be calculated by integrating the scattered light in all
directions and dividing by the intensity of the incident beam:
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For suspension of noninteracting scatterers, it is convenient to introduce so-called dissipation
factor, Q:
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Also, for noninteracting particles we have (see Equations 402 and 407):
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Therefore, � can be expressed as:
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Note that for small particles Pv(�) = 1, Q = 1, and � �cKM3/8��� . This simpler case can be

generalized to suspensions of interacting particles and the final result reads:879
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Therefore, for small particles, Kc/� is a linear function of c in the low concentration range,
and the intercept and slope of the straight line allow us to calculate M and A2, respectively.
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The above consideration was for particles not absorbing light. If the particles do
absorb light, one must use the Mie theory (Section 5.9.1.3). Equation 438 is modified to
read:847-849

� � � �� �xIxI ����� exp0 (444)

and the absorbance, �, and the turbidity, �, of a suspension containing spherical particles of
radius R are determined from:

sca
2

abs
2 and QRQR �������� (445)

where Qabs and Qsca must be numerically calculated as mentioned in Section 5.9.1.3.

5.9.2   DYNAMIC LIGHT SCATTERING

We represent here only the basic methods and equations used for DLS data analysis. Detailed
description of the subject can be found in the available monographs.891-897

5.9.2.1   DLS by Monodisperse, Noninteracting Spherical Particles

In the DLS methods, the time fluctuations of the intensity of the scattered light, Is(t), are
analyzed. These fluctuations are caused by the translational and rotational Brownian motion
of the particles, which leads to perpetual variation of the particle configuration with the
resulting change in the interference pattern of the scattered light. The time course of the
detector signal (which is proportional to Is(t)) can be analyzed by two different devices.

5.9.2.1.1   Spectrum analyzer

This equipment is used when the intensity of the scattered light is high and an analog output
from the photomultiplier tube (the detector) is available. The power spectrum, P(q,�), of the
output signal is extracted. For instance, in the case of translational diffusion of monodisperse
spherical particles:
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where D is the translational diffusion coefficient of the particles and �(x) is the Dirac-delta
function. According to Equation 446, the power spectrum is Lorentzian, centered at �=0 with
a half-width equal to 2q2D. From the value of D, one can calculate the hydrodynamic radius
of the particle, Rh, by means of the Stokes-Einstein formula:

D
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where � is the shear viscosity of the disperse medium.
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5.9.2.1.2   Correlator

This type of instrument is aimed at calculating the autocorrelation function of the intensity of
the scattered light, defined as:
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An important advantage of the correlators is that they are capable of working even with very
low intensities of the scattered light, when each photon is separately counted by the detector.
From a theoretical viewpoint, P(2)(q,�) and g(2)(q,�) provide essentially the same information,
because for a stationary random process (as in the case with diffusion) these two quantities are
Fourier transforms of each other (Wiener-Khintchine theorem):880
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Therefore, g(2)(q,�) can be calculated if P(2)(q,�) is experimentally determined and vice versa.
In the particular case of translational diffusion of monodisperse spherical particles (see
Equation 446):
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In reality, the experiment provides the function:

� � � ��� DqFqG 2)2( 2exp1, ��� (451)

where the factor F accounts for the spatial coherence of the scattering volume and depends on
the aperture of the detector. If the detector radius is ~�r/b (r is the distance between the
scattering volume and the detector, b is the radius of the scattering volume, and �2r2/�b2 is the
coherence area),898 F is close to unity. For a larger radius of the detector, F would be orders of
magnitude smaller, and the signal/noise ratio will be also small.

Equations 446 and 450 are applicable in the so-called homodyne method (or self-
beating method), where only scattered light is received by the detector.891-896 In some cases, it
is also desirable to capture by the detector a part of the incident beam which has not
undergone the scattering process. This method is called heterodyne (or method of the local
oscillator) and sometimes provides information that is not accessible by the homodyne
method.892 It can be shown that if the intensity of the scattered beam is much lower than that
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of the detected nonscattered (incident) beam, the detector measures the autocorrelation
function of the electrical field of the scattered light defined as:

� � � � � � � � tsss ItEtEqg /, *1
�� �� (452)

where Es(t) is the intensity of the electrical field of the light and the asterisk indicates complex
conjugation. The counterparts of Equations 446 and 450 in the heterodyne method read:
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In this case, the Wiener-Khintchine theorem, Equation 449, is also valid if g(2)(q,�) is replaced
by g(1)(q,�) and P(2)(q,�) by P(1)(q,�). In addition, for the diffusion process, g(1)(q,�) and
g(2)(q,�) are interrelated by the Siegert equation:
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If charged particles are placed in an external, constant electrical field (e.g., in
electrophoretic equipment), they acquire a drift velocity, VEL, which is superimposed upon the
diffusion. The respective power spectrum in the heterodyne method is899
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where q is the scattering vector equal to the difference between the scattered and incident

wavevectors 
�
�

�

�

�
�

�

�
�

�

	

 )2/sin(

0

4
||

n
q . Therefore, the power spectrum is a sum of two Lorentzians

which are shifted in frequency, but their half-width remains determined by the translational
diffusion coefficient. The autocorrelation function in this case is
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Equations 455a and 455b show that, in principle, from one experiment one can
simultaneously determine D and VEL. In practice, a series of experiments at different
intensities of the external field, E, is performed, and the linear function VEL vs. E is plotted.
The slope of the resulting line gives the electrophoretic mobility, �EL EL� V E/ . In a similar

way the velocity of aerodynamic fluxes can be studied by using tracer particles (laser doppler
anemometry).900
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FIGURE 73. The method of crossed beams for measurement of particle drift velocity, VEL.
The incident laser beam of intensity I0 is split into two coherent beams by using an optical
prism (not shown in the figure). Then, the two beams meet each other in the scattering volume
and form an interference pattern. The distance between the bright planes of this pattern is
d = �0/[2nsin(�/2)]. The particles, moving under the action of applied electrical potential, give
rise to pulses of scattered light when passing through the bright planes. The time interval, �d,
between two consecutive pulses, created by a given particle, is �d=d/VEL. Since d is known
and �d is measured from the autocorrelation function of the scattered light, one can calculate
the drift velocity, VEL.

The scattering geometry used in most of the commercial equipment for measuring the
electrophoretic mobility of particles901 is shown schematically in Figure 73. The incident laser
beam is split into two parts of equal intensity, which are afterwards crossed in the scattering
volume. At the crossing point a pattern of consecutive dark and bright interference planes is
formed, due to the mutual coherence of the beams. Therefore, when the particle (driven by the
external electrical field) crosses the bright planes, it scatters light which is received by the
detector as a sequence of pulses. The time interval between the two pulses of light, scattered
by one and the same particle, depends on the distance between the interference planes
(determined by the geometry of the crossing beams) and on the particle velocity. The
corresponding autocorrelation function of the intensity of the scattered light is a damped
cosine function, the period of which allows one to calculate the particle drift velocity and
electrophoretic mobility. A modification901 of the equipment allows one to measure relatively
low mobilities with high precision, which is particularly important for nonaqueous
dispersions.
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5.9.2.2   DLS by Polydisperse, Noninteracting Spherical Particles

For polydisperse samples of noninteracting particles, the autocorrelation function (or the
power spectrum) presents a superposition of the respective functions of the individual species,
weighted by the intensities of light scattered by them. Several procedures have been employed
to analyze the signal from polydisperse samples. The most straightforward procedure902 is the
method of cumulants, in which the log of the measured correlation function is expanded in
series:
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The first cumulant, � �
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For noninteracting particles, DEFF presents the so-called z-average diffusion coefficient, �Dz:
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The second cumulant, � �
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The higher order cumulants, K3 and K4, are measures of the distribution asymmetry and
flatness, respectively. It is usually difficult to determine reliably K3 and K4.

The mean hydrodynamic radius, calculated from DEFF, is given by:
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The main advantage of the cumulant method is that it does not require any assumption
about the particular shape of the size distribution. The main drawback of this method is that a
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variety of rather different distributions may have similar values of K1 and K2. Therefore, one
cannot obtain reliable information about the size distribution only from DLS data. The
cumulant method is most suitable when the size distribution is known to be monomodal and
relatively narrow.

For polymodal or wide distributions the histogram method903-911 (or the exponential
sampling method) is more representative. In this method, the particle size distribution is
presented by a finite number of discrete sizes, each of them being an adjustable fraction of the
total concentration. Then, the correlation function is calculated and compared with the
measured one. The relative amplitude of each size class is varied to give the best agreement
between the calculated and the experimental functions. Although conceptually simple, the
histogram method is not straightforward, because a given correlation function can be
described by an infinite variety of particle distributions (ill-posed mathematical problem). To
overcome this difficulty, one must invoke independent criteria to restrict the population of
possible solutions and to choose "the most reasonable" one. Several procedures were
proposed and realized as computer programs, the most widely used of them being
CONTIN,894,904 nonnegative least squares (NNLS),905 singular value analysis,907 maximum
entropy,910 regularization technique,911 and several others.906,908,909 For more thorough and
reliable results, multi-angle measurements and combined analysis of the data from SLS and
DLS on the basis of Mie theory are recommended.

5.9.2.3   DLS by Nonspherical Particles

In diluted suspensions, translation and rotation of the particles can be considered as
statistically independent. Then, the correlation function of the scattered light can be presented
as being composed of two parts912 - phase autocorrelation function, C�(q,�), accounting for
the translational diffusion, and amplitude autocorrelation function, CB(�), determined by the
particle rotation:
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where, by definition,
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B(t) is the scattering amplitude of a particle, which depends on the particle polarizability at
given orientation. B(t) changes with time due to reorientation of the particle. If the scatterers
are spherical, B(t) is constant and CB(�)=1. Note that CB(�) does not depend on the scattering
angle and can be calculated if the polarizability tensor and the rotational diffusion tensor of
the particles are known. The calculation of C�(q,�) requires averaging of the translational
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diffusion tensor of the particle over all possible orientations in order to obtain the averaged
translational diffusion coefficient.

The polarizability of cylindrically symmetrical particles (rod-shaped or ellipsoidal
particles) can be characterized by isotropic (�) and anisotropic (�) parts of the polarizability
tensors:892
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where �II and �I are the polarizabilities in directions parallel and perpendicular, respectively,
to the symmetry axis. The autocorrelation function for small, monodisperse, cylindrically
symmetrical particles has the form:892
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where � is the rotational diffusion coefficient; the subscript "v" and the superscript "V"

denote vertically polarized incident and scattered beams, respectively. Since gv
V1� �  consists of

two exponents (the second one being difficult for precise determination, because it is weaker
in magnitude and decays more rapidly compared to the first one), it is preferable to perform
measurements also in depolarized light:892,912
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which presents one exponent depending on both, D and �.

For long rod-like particles, the autocorrelation function is a sum of exponentials893
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The amplitude coefficients Bl are defined through spherical Bessel functions and can be
calculated if the particle length is specified. The extraction of the value of � from the
experimentally obtained correlation function obeying Equation 466 is a formidable task,
which makes it very difficult to deduce reliably results for large particles from only DLS. In
such systems, the electro-optical methods854-856 are more accurate for measurement of �.

If a homodyne method is used, the measured autocorrelation function g(2)(q,�) can be
interpreted by using the Siegert relation, Equation 454. The translational and rotational
diffusion coefficients for several specific shapes of the particles are given in Table 9. The
respective power spectrum functions can be calculated by using the Fourier transform,
Equation 449b.
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5.9.2.4   Effect of the Particle Interactions

The diffusion coefficient of the particles in suspension depends on concentration of particles
due to the interparticle interactions.913-917 Furthermore, one should distinguish the self-
diffusion (or tracer diffusion) coefficient, DS, from the collective diffusion (or mutual
diffusion) coefficient, DC. The self-diffusion coefficient accounts for the motion of a given
particle and can be formally defined as an autocorrelation function of the particle
velocity:880,913
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where the brackets denote the averaging over the stochastic particle motion. The mean-square
displacement, ��r2(t), of a given particle is given by:913
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where �Br is the characteristic time of the Brownian motion of a particle of mass M and
hydrodynamic radius, Rh. The collective diffusion coefficient is a collective property of the
suspension and characterizes the evolution of small concentration gradients in the linear
approximation (Fick's low):913
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Hence, DC is the quantity determined in conventional, gradient diffusion measurements. For
noninteracting particles (very diluted suspension) DS = DC.

As discussed above, DLS experiment provides the autocorrelation function g(1)(q,�) or
some other quantity which contains equivalent information (g(2)(q,�) or P(q,�)). Similar to the
case of noninteracting particles, one can define an effective diffusion coefficient:
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where K1(q,�) is the first cumulant of the autocorrelation function. It was shown913,917 that the
low-q limit of DEFF coincides with DC:
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while the high-q limit of DEFF(q,�) provides the so-called short-time self-diffusion
coefficient:913
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More general expressions for DEFF(q,�) at intermediate values of q are also available,894,897,917-

922 in terms of the static structure factor, S(q,�), and the so-called dynamic structure factor,
F(q,�,�):913
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By definition, the dynamic structure factor accounts for the correlations between the positions
of the particles at different moments of time:913
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where q is the scattering vector, and rk(t) is the position of particle k in the moment t. Both
functions, F(q,�,�) and H(q,�), include contributions from hydrodynamic interactions
between the particles. Note that F(q,�,�=0) � S(q,�), while for noninteracting Brownian
particles:892,913
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where D0 is the diffusion coefficient at negligible interparticle interactions.

An important consequence of Equations 471, 473, 474, and 421 can be derived at the
low-q limit:913
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where (��/��) is the osmotic compressibility, and f(�)=H-1(q=0,�) is the friction (drag)
coefficient of the particles in the suspension. Equation 476 represents the generalized Stokes-
Einstein relation. Equations 471 and 472 show that one can determine (at least in principle)
DC(�) and DS

S(�) by measuring the first cumulant, K1(q,�), at different scattering angles. On
the other hand, DS and DC can be calculated in numerical experiments performed by Monte
Carlo or Brownian dynamics methods.923,924

As shown by Batchelor914 and Felderhof,916 to the first order in the volume fraction, �,
the diffusion coefficients, DC and DS

S
 , can be presented as:

� ���� C0C 1 �DD (477)

� ���� A0
S
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where D0 is the diffusion coefficient at infinite dilution, while �C and �A are coefficients
which depend on the interparticle interactions (including the hydrodynamic ones).
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Felderhof916 succeeded in presenting �C as a sum of several terms, each of them being an
explicit integral over the pair distribution function, g(r) (see also References 921 and 925):
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where x = r/R, and R is the particle radius. Comparison of Equation 480a with Equation 425
shows that �V presents another definition of the second osmotic virial coefficient:

,22 2

2

2
2 A

VN
MVB

V pA
p

p
V ���

�
� (481)

�O stems from the far-field (Oseen) hydrodynamic interaction, while �A, �S, and �D account
for the near-field hydrodynamics.916

Note that Equations 480a, 480b, and 480e are exact, while in Equations 480c and 480d
the terms up to x-20 in a series expansion are taken into account. For hard spheres, one can

calculate926 .454.1and,285.0,831.1,6,8 HSHSHSHSHS
������������

CSAOV  DLS experiments927

with suspension of sterically stabilized silica particles in organic solvents (used as a model of

hard sphere dispersion) gave 2.04.1HS
��C� , which is in a good agreement with the

theoretical value. A numerical algorithm for calculation of the next terms in the expansions in
Equations 480c and 480d was developed,925 but usually the first several terms (up to x-7) are
enough to calculate precisely �A and �C. �k (k = V, O, A, S, C) were calculated for simple
functions modeling the pair interaction energy (sticky potential, square-well potential, etc.),
and some of the results are shown in Table 11.



Table 11.  Expressions for the Correction Factors, �V, �O, �C and �A, for Different Types of Interaction Between Spherical
Particles.
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Note:  Z is the number of charges per particle, LB = e2/(4��0�kT) is Bjerrum length, En(x) dt
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The important case of charged particles, interacting through electrostatic and van der
Waals forces was analyzed by several authors.922,929-933 It was shown921,929 that the
contribution of the near-field terms (�A, �S, and �D) is negligible for electrostatically repelling
particles when the collective diffusivity is concerned. For weakly charged particles (low
surface potential and small size), explicit formulae for the coefficients were obtained929 (see
Table 11). For strongly charged particles and in the cases when the van der Waals attraction is
operative, one needs numerical procedures to calculate �k.921,929 This approach allows one to
determine the particle charge (or electrical potential) from the measured values of �V (by SLS)
or �C (by DLS) if the particle size and the ionic strength are known.929,930

At low ionic strength (�R ~ 1), other effects connected with the finite diffusivity of the
small ions in the electrical double layer surrounding the particle are present.929,934,935 The
noninstantaneous diffusion of the small ions (with respect to the Brownian motion of the
colloid particle) could lead to detectable reduction of the single particle diffusion coefficient,
D0, from the value predicted by the Stokes-Einstein relation, Equation 447. For spherical
particles, the relative decrease in the value of D0 is largest at �R � 1 and could be around 10 to
15 %. As shown in the normal-mode theory,919 the finite diffusivity of the small ions also
affects the concentration dependence of the collective diffusion coefficient of the particles.
Belloni et al.931 obtained an explicit expression for the contribution of the small ions in �C:
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where Z is the number of charges per particle, LB = e2/(4��0�kT) is the Bjerrum length, and DSI

is the diffusion coefficient of the small ions. The ratio of ��SI and the electrostatic part in �
(see Table 11):
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shows929 that the relative contribution of the small ions is above 10 % only when the particles
are small (R � 4nm) and at a not very high ionic strength (�R � 1). This could be the case with
protein molecules and charged spherical micelles. Otherwise, the effect of the finite
diffusivity of the small ions is negligible in comparison with the effect of the direct particle-
particle electrostatic interaction.

5.9.2.5  Concentrated Dispersions: Photon Cross-Correlation Techniques, Fiber
Optics DLS, and Diffusing Wave Spectroscopy

A major drawback of the conventional DLS experiment is that the dispersion must be
transparent for the light beam. For micrometer-sized particles, this requires concentrations
below 10-5 vol %. Often the concentration of the samples is higher and their dilution for
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investigation is not desirable. The autocorrelation function of multiply scattered light is
difficult to interpret and to extract subsequent information about the particle size. Several
powerful techniques have been proposed aimed at overcoming this problem and extending the
application of DLS to more concentrated suspensions.

One obvious way to reduce the contribution of the multiple light scattering is to use a
very thin sample cell of an optical path length below 100 	m.936,937 Alternatively,
Phillies938,939 suggested using a more complex optical system comprising two laser beams and
two detectors focussed in the same sample volume and having exactly the same scattering
vector (in direction and magnitude). The signals from the two detectors are cross-correlated
by using a photon correlator. It has been shown938-941 that the signals from the two detectors
are correlated only for the light that is scattered once (single scattering), whereas the
contributions from double and higher-order multiple scattering are uncorrelated. Therefore,
when the signals from the two detectors (single + multiple scattering) are cross-correlated,
only the signal corresponding to single scattering from the particles gives a contribution into
the time dependence of the cross-correlation function. As a result, one obtains a time
correlation function from turbid samples, which is similar to those obtained from transparent
samples and can be interpreted in the same way. Several other cross-correlation schemes were
suggested by Schätzel941 and some of them have found realization in practice.941-945 In the
two-color dynamic light scattering (TCDLS),941-944 two laser beams of different colors are
used and the angles between the incident beams and the detectors (all in the same plane) are
chosen in such a way as to define equal scattering vectors. In the three-dimensional light
scattering (3DDLS)941,945 two incident beams of the same wavelength enter the sample from
slightly above and slightly below the average scattering plane. The two detectors are also
placed above and below the average scattering plane, respectively, so that the third dimension
is used to achieve equal scattering vectors in the 3DDLS method. Both techniques have
proven to suppress efficiently the multiple scattering in concentrated latex dispersions (see,
e.g., the recent review by Pusey942). Furthermore, it was shown945 that the same cross-
correlation techniques can be used to eliminate the multiple scattering in SLS experiments.
These techniques can be applied to turbid samples, for which the contribution of the single
light scattering is a detectable fraction (> 1%) of the total intensity of the scattered light.

Two different techniques have been developed for studying even more concentrated
(opaque) colloidal dispersions. The fiberoptic DLS or fiberoptical quasi-elastic light scattering
(FOQELS) was proposed by Tanaka and Benedek946 and has undergone substantial
development during the last years.947-951 In this method, an optical fiber is applied to guide the
incident beam toward the suspension and to collect the scattered light. Since the same fiber is
used for particle illumination and for collecting the scattered light, the optical path is the
shortest possible, and the contribution of the multiple scattering is enormously reduced. The
main problem with the first versions of FOQELS equipment was that the detected signal
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presented a superposition of homodyne and heterodyne components, the second being created
by the light reflected from the front face of the optical fiber.952 The relative contribution of the
homodyne component increased with the particle concentration and this lead to ambiguity in
data interpretation. Several improvements were proposed953-955 to avoid the detection of this
backward reflected light. A schematic of the version developed by Wiese and Horn954 is
shown in Figure 74. The laser beam 1 enters the fiber optic Y-coupler and illuminates the
particles through fiber 2, which is submerged in the dispersion. The back-scattered light re-
enters optical fiber 2 and through fiber 3 reaches the detector. The front face of the optical
fiber is inclined at an angle of 10
 with respect to the optical axis, in order to reduce the
intensity of the back-reflected beam, which otherwise would act as a local oscillator. With this
equipment, very concentrated dispersions (up to 40 %) can be studied.954 Another type of
miniaturized fiber probe, comprising two optical fibers (one for illumination, and the other
one for receiving the scattered light), was proposed for in situ process control by Dhadwal et
al.955 The use of single-mode fibers (whose core diameter is of the order of the light
wavelength) is another innovation which facilitates the data interpretation in FOQELS
experiments.954,955 In the last years, the fiber optic DLS transformed into a useful tool for
studying concentrated particle dispersions.

The diffusing wave spectroscopy956-959 (DWS) is another useful technique for studying
the dynamics of opaque dispersions. The key feature of the DWS experiment is the
measurement of the autocorrelation function g(2)(�) of a light that has undergone multiple
scattering. Both configurations, forward scattering and backward scattering, were studied (see
Figure 75). To derive a theoretical expression for g(2)(�), the transport of light in the
concentrated dispersion is considered958,959 as a diffusion process (this explains the term
"diffusion wave spectroscopy"). The path of each photon in the dispersion is modeled by
random, multiple scattering from a sequence of particles. The attenuation of the temporal light
correlation due to the Brownian motion of the particles is calculated for each light path. The
contributions of all paths are then summed up (by using appropriate averaging procedure) to
calculate the autocorrelation function. Therefore, it is essential to have many scattering events
for each photon before its detection by the photomultiplier. In this multiple scattering regime,
the characteristic time is determined by the cumulative effect of many particles and is much
shorter, compared to the single scattering regime.959 Thus, the time scale in this experiment is
much faster, and the particle motion is studied over length scales much smaller than �. The
experimental equipment for DWS is practically the same as that for conventional DLS. The
main difficulties with the method arise when the autocorrelation function must be interpreted
to extract information about the particle dynamics. The method was applied959-970 to several
complex colloidal systems (liquid-like concentrated dispersions, colloidal crystals, foams,
emulsions, particles in porous media and under shear) and many non-trivial results have been
obtained.
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FIGURE 74. Schematics of experimental setup for fiber-optic DLS. Laser beam 1 illuminates the
particles through the Y-coupler and fiber 2, which is submerged in the dispersion. The back-
scattered light re-enters fiber 2, and through fiber 3 it reaches the detector. The front face of fiber
2 is cut at 10� with respect to the optical axis (the inset) to reduce the intensity of the back-
reflected beam, which otherwise would act as a local oscillator reaching the detector. (Modified
from Wiese, H. and Horn, D., J. Chem. Phys., 94, 6429, 1991.)

FIGURE 75. Diffusion wave
spectroscopy (DWS). The light
reaches the detector after multiple
acts of scattering from dispersed
particles. The optical path of the
light in the dispersion is modeled
as a result of random diffusion
motion. Forward (a) or backward
(b) scattered light can be analy-
zed.
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5.9.3 APPLICATION OF LIGHT SCATTERING METHODS TO COLLOIDAL SYSTEMS

The aim of this section is to illustrate the most typical applications of LS methods to
dispersions and micellar surfactant solutions.

5.9.3.1   Surfactant Solutions

5.9.3.1.1 Critical micellar concentration, aggregation number, second virial coefficient

The application of LS methods for investigating micellar solutions started with the studies of
Debye.971 He showed that from measurements of the turbidity as a function of the surfactant
concentration one can determine the critical micellar concentration (CMC), the micellar mass
(and the corresponding aggregation number, �a), and the second osmotic virial coefficient, A2.
For larger micelles, additional information about the micellar size and shape was obtained.972

Later numerous studies have provided valuable information about CMC, �a and A2 for a
variety of nonionic and ionic surfactants.973-978 Currently SLS is a routine method for
determination of these quantities. Nevertheless, the information obtained by SLS from
micellar solutions must be handled with some care,979-981 because one of the main
assumptions of the SLS theory (i.e., that the properties of the micelles, �a and A2, remain
constant with the micellar concentration) was shown to be not entirely fulfilled for these
systems. This is particularly important for more concentrated surfactant solutions, where
transitions in micellar size and shape may take place.

5.9.3.1.2   Diffusion coefficient, size, shape, and polydispersity of micelles

Dynamic light scattering has the advantage that valuable information about the micellar
diffusion coefficient,982 D, and hydrodynamic radius, Rh, could be obtained at fixed surfactant
concentration. Moreover, the effect of intermicellar interactions is less pronounced for the
values of D and Rh, than the values measured by SLS. The combination of SLS and DLS
allows one to determine the size, shape and polydispersity of micelles. Such systematic
studies930,982,983 were performed for sodium dodecylsulfate micelles at large ionic strength
(0.15 M to 0.6 M NaCl) and variable temperature (10
C to 85
C) to reveal the transition from
small spherical to large rod-shaped micelles. A comparison of Rg� (determined by SLS) with
Rh (determined by DLS) was used to verify the rod-like shape of micelles. More refined
analyzes984-986 included the effects of the micellar polydispersity and flexibility of the rod-like
micelles. The persistent length of the SDS rods was determined982 to be ~ 70 nm; of
cetylpyridinum bromide rods,987,988 ~ 25 to 40 nm; of hexadecyltrimethylammonium
salicylate,989 ~ 100 to 150 nm; of sodium dodecyl dioxyethylenesulfate,990 ~ 165 to 190 nm.
Such studies provide data which are used as a test of the thermodynamic theories of the
growth of rod-like micelles.991
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5.9.3.1.3   Intermicellar interactions

The concentration dependencies of R(�) and DEFF were used930,992-994 to investigate the
interactions between SDS micelles at different electrolyte concentrations. Corti an
Degiorgio930 interpreted the measured values of A2 and �C by using a model accounting for
the electrostatic repulsion and van der Waals attraction between the micelles. In this way, the
Hamaker constant and the micellar charge were determined. The assumption that the micelles
do not change in size and shape in the studied range of electrolyte concentrations was
questioned later by Mazer.982 Indeed, Corti and Degiorgio930 and Dorshow et al.992 needed a
rather large value of the Hamaker constant to describe the attraction between the micelles.
Several other studies932,993,994 were directed to determine the micellar charge and its variation
with the electrolyte concentration; however; some of them were based on approximated
formulae for the electrostatic interaction energy between the micelles, assuming low electrical
surface potential. The typical surface potential of SDS micelles is995 ~ 60 to 70 mV, and more
complex and rigorous approaches921,996 must be used to describe correctly the electrostatic
interaction. The accumulated LS data suggests that very often the observed concentration
dependencies present a result of the combined action of intermicellar interactions and changes
of the micellar size and shape. Mazer982 concludes that for SDS micelles the intermicellar
interactions prevail only at low and moderate electrolyte concentrations (� 0.2 M NaCl).

A combination of SLS and DLS methods was used997 to investigate the behavior of
nonionic micellar solutions in the vicinity of their cloud point. It had been known for many
years that at a high temperature the micellar solutions of polyoxyethylene-alkyl ether
surfactants (CnEOm) separate into two isotropic phases. The solutions become opalescent with
the approach of the cloud point, and several different explanations of this phenomenon were
proposed. Corti and Degiorgio997 measured the temperature dependence of DEFF and IS�t and
found that they can be described as a result of critical phase separation, connected with
intermicellar attraction and long-range fluctuations in the local micellar concentration. Far
from the cloud point, the micelles of nonionic surfactants with a large number of ethoxy-
groups (m ~ 30) may behave as hard spheres.324

5.9.3.1.4   Microemulsions

Microemulsions are another type of system which has been intensively studied by LS
methods.882-887,998-1001 Vrij and co-workers882,998 used SLS to determine the volume of water-
in-oil microemulsion droplets and the second osmotic virial coefficient. Two interesting
conclusions from their studies were drawn:998 (1) the van der Waals forces between the water
cores of the droplets (if considered to be nondeformable spheres) are too weak to explain the
observed strong attraction, and (2) the minimal distance between the centers of mass of two
droplets upon collision is smaller than the droplet diameter. Similar observations were made
by other authors and were explained by using several different models. Calje et al.998 and
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Lemaire et al.999 assumed that the aforementioned effects were due to mutual overlap of the
surfactant monolayers covering the droplets. Denkov et al.886 argued that the droplets may
deform upon collision and showed that the attraction between deformable droplets is stronger
compared to that between hard spheres of the same Hamaker constant. Auvrey1002 and
Fletcher et al.1003,1004 attributed the observed effects to the coalescence (fusion) of some
fraction of the droplets. The droplet fusion also could be connected to the observed1005,1006

sharp increase of the electric conductivity of water-in-oil microemulsions at a given threshold
value of the droplet volume fraction (percolation model) and to the observed1007 exchange of
water-soluble fluorescent probes between droplets. The presence of droplet aggregates was
demonstrated1008, 1009 by electro-optic birefringence, and their lifetime was estimated in some
cases. Although a number of other experimental methods were invoked to analyze the
structure and dynamics of microemulsions, the nature of the interdroplet interactions is by no
means well understood.887 A critical behavior of microemulsions was observed1010 at certain
conditions.

LS methods (often in combination with other experimental methods) are widely used
for the investigation of complex surfactant systems such as mixed micelles,1011,1012 block
copolymer micelles,1013,1014 iridescent lamellar phases,1015,1016 complexes between micelles
and polymers,1017-1020 aggregates of biosurfactants1021-1023 (micelles and vesicles), and many
others.

The scattering of light from interfaces1024, 1025 and thin liquid films1026,1027 provides
other possibilities for studying surfactant systems. LS from interfaces covered with surfactant
monolayers allowed investigation of the interfacial tension and of the rheological properties
of the monolayers. Such measurements were successfully applied1024 for measurement of
ultra-low interfacial tension, as well as the bending constant of surfactant monolayers in
microemulsion systems. SLS and DLS from liquid films were used1026,1027 for measurement of
the interaction forces between the film surfaces as a function of the film thickness.

5.9.3.2    Dispersions

5.9.3.2.1   Size, shape, and polydispersity of particles

The classical application of SLS to dispersions is for determination of the particle size, shape
and polydispersity.847,848 Earlier studies were restricted to diluted samples of noninteracting
particles with size comparable to the light wavelength. Substantial progress has been achieved
during the last decades in the application of LS methods to more difficult samples. The
invention of DLS allowed the precise determination of particle size in the nanometer range.
On the other side, the application of the laser diffraction method877,1028 extended the upper
limit of measurable particle size up to several hundred micrometers. A variety of theoretical
procedures has been proposed903-911 to solve the inverse scattering problem and to determine



241

more reliably the particle size distribution from LS data. Several theoretical approaches were
developed to handle data from SLS1029-1031 and DLS956-961,1032 experiments on concentrated
samples, where the multiple scattering is substantial. Alternatively, the cross-correlation
techniques938-945 and fiber optic probes were applied948-955 to avoid the multiple scattering in
concentrated suspensions. A new types of theories, based on extensive computer calculations,
emerged in 1970s for description of the light scattering from large arbitrary shaped particles -
the extended boundary condition method1033,1034 (EBCM) and the coupled dipole method1035,

1036 (CDM). All these new directions are rapidly developing and they substantially enlarge the
area of application of LS methods.

5.9.3.2.2   Static and dynamic structure factors

Static and dynamics LS experiments have played a very important role for a deeper
understanding of the structure and dynamics of suspensions containing strongly interacting
particles.913,1037-1051 A number of theoretical approaches, based on modern statistical theories,
were proposed for calculation of the static and dynamic structure factors of
monodisperse913,922,917-919 and polydisperse suspensions.1052-1054 The hydrodynamic and
electrostatic interactions between charged particles have been subjects of particular interest.
The experimentally attainable quantities, such as pair distribution function and effective
diffusion coefficients, were used as test probes for the rapidly developing theories. The
importance of different factors (particle and electrolyte concentrations, particle charge, etc.)
for the phase transitions in suspensions have been systematically investigated. The liquid-like
and colloidal crystal states were found to have distinct features, which can be quantitatively
studied by LS experiments. An excellent review of this topic is given by Pusey and Tough.913

The kinetics of crystallization of colloidal suspensions at high particle concentration
and/or low ionic strength is another phenomenon which has been the subject of intensive
experimental studies.1045-1051,1055,1056 The time scale of the crystallization process in
suspensions is much slower (compared to that in atomic liquids), which makes it available for
direct measurement by LS methods. The induction time, the crystallization rate, and the
structure and size distribution of the growing crystallites have been studied as functions of
different factors. The structure of the colloid crystals is conventionally studied by Bragg-
diffraction1039,1045 or Kossel lines analysis.1047-1049

Substantial interest has been raised the problem of the structure and dynamics of
suspensions in shear hydrodynamic fields.1057-1065 The experiments showed that both shear-
induced melting and shear-induced ordering can be observed at different particle volume
fractions and shear rates. The nonequilibrium microstructure of the suspension under shear
can be investigated in these experiments and compared with the predictions from analytical
theories and computer simulations.
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5.9.3.2.3   Kinetics of coagulation and structure of the formed aggregates

During the last decade, a substantial progress has been achieved in our understanding of
coagulation phenomenon (see also Section 5.6). Light scattering, electron microscopy, and
other experimental methods,1066,1067 in combination with extensive numerical experiments and
theoretical work,1068-1070 revealed that the aggregates formed upon the coagulation of colloidal
particles have a fractal-type structure,1071 i.e., they exhibit size-scale invariance. The fractal
dimension of the aggregates (which is a measure of their compactness) depends on the
specific regime of aggregation. Two limiting regimes of colloid aggregation can be
distinguished: diffusion-limited aggregation (DLA), which corresponds to barrierless (rapid)
coagulation, and reaction-limited aggregation (RLA), in which the repulsive barrier in the pair
interaction energy is around several kT (slow coagulation). In DLA, the coagulation rate is
limited solely by the time between the collisions of the particles due to the diffusion. In RLA,
a large number of collisions is required before two particles can stick together, which leads to
much slower aggregation rate. Computer simulations and analytical theories1072 predict that
for DLA the clusters formed have a fractal dimension df � 1.8 and the average mass of the
aggregates must be a linear function of time,1073 M� � t (see, e.g., Equation 328). In contrast,
for RLA1074,1075 df � 2.1 and M� � exp(kat),1076 where the aggregation constant ka depends on
the sticking probability and the time between collisions. The size distribution of the formed
aggregates is also different in the two regimes.1077 All these theoretical predictions were
verified1078-1080 by SLS and DLS methods on colloid particles of different material (silica,
polystyrene, gold, hematite). The results about the size distribution of the aggregates were
scaled1078 on a single master curve, whose shape was found to be independent of the regime of
aggregation and the material of the particles. The fractal approach and the light scattering
techniques have found also a wide application for analysis of the protein aggregation and the
early stages of protein crystallization.1081-1085
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